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CRITERIA OF STABILITY FOR THE NUMERICAL SOLUTION OF
PARTIAL DIFFERENTIAL EQUATIONS

by
Herbert A. Forrester

1. INTRODUCTION.

As an introduction to the problem of stability in the numerical solution of partial differential equations, we can do no better than quote the opening paragraphs of [OHK 1]:

"One of the most common and useful methods employed in the numerical integration of partial differential equations involves the replacement of the differential equation by an equivalent difference equation. This technique has become particularly important in recent years because of the development of modern high-speed computing machines.

"In the present paper we shall show that the accuracy of a finite difference solution to a partial differential problem is conveniently discussed in terms of the 'convergence' and 'stability' of the difference scheme. Courant, Friedrichs and Lewy [(CFL 1)] discussed the convergence of difference solutions for the basic types of linear partial differential equations; for equations of parabolic or hyperbolic character, they found the important result that the 'mesh ratio' must satisfy certain inequalities. J. von Neumann obtained the same inequalities from a study of error growth (stability of the difference scheme). The partly heuristic technique of stability analysis developed by von Neumann was applied by him to a wide variety of difference and differential equation problems during World War II.

*Numbers in brackets refer to the bibliographies at the end of Section 3).
"We begin with terminology and definitions. Let $D$ represent the exact solution of the partial differential equation, $\Delta$ represent the exact solution of the partial difference equation, and $N$ represent the numerical solution of the partial difference equation. We call $(D-\Delta)$ the truncation error, it arises because of the finite distance between points of the difference mesh. To find the conditions under which $\Delta \rightarrow D$ is the problem of convergence. We call $(\Delta-N)$ the numerical error. If a faultless computer working to an infinite number of decimal places were employed, the numerical error would be zero. Although $(\Delta-N)$ may consist of several kinds of error, we usually consider it limited to round-off errors. To find the conditions under which $(\Delta-N)$ is small throughout the entire region of integration is the problem of stability.

"Whether a given finite-difference scheme satisfies the criteria for convergence and stability (we say, for short, that the difference-scheme is convergent/divergent and stable/unstable) depends on the form of the $\Delta$-equation and upon the initial and boundary conditions. If the $\Delta$-equation is linear, stability (and usually convergence also) will not depend on the initial and boundary conditions. Now for most problems, $D$ and $\Delta$ are either unavailable or can only be obtained with much greater labor than is involved in finding $N$. The principal problem in the numerical solution of partial differential equations is to determine $N$ such that $(D-N)$ is smaller than some preassigned allowable error throughout the whole region considered. We can assert that

$$(D-N) \equiv (D-\Delta) + (\Delta-N)$$
is small for a numerical calculation over a fine mesh using a stable, convergent difference scheme. Sometimes, for convenience or from necessity, a convergent but unstable difference scheme is used; then provision must be made for controlling the error-growth (See Ref.[H 1], where the numerical solution of elliptic problems is discussed; here the governing difference equations are inherently unstable).

"In this paper we shall be interested, for the most part, in partial differential equations of parabolic or hyperbolic type, for which the data is naturally given on an open curve (or surface) from which the solution is stepped-off. Many remarks will apply, however, to elliptic problems. We shall mostly discuss equations of the second order in two independent variables, but extensions to more than two variables will be obvious, though algebraically more complex. In the first part of this paper, we shall give a method for determining the stability of partial differential equations and shall discuss implicit difference schemes. In the second part, we shall work with a simple parabolic problem and investigate directly the magnitudes of the truncation error and the numerical error for various methods of numerical solution; in particular, when (D-N) is large, we shall ask whether lack of convergence or lack of stability is chiefly responsible for the discrepancy. We shall find that very often in such cases, the truncation error overshadows the numerical error, contrary to what is generally thought.

"In studying the effect of round-off errors fed into the calculation
(the problem of stability), we may ask:

a) Does the over-all error due to all round-off grow?

\[
\begin{align*}
\text{Grow} \quad \text{Now grow} \quad \text{This we term strong (Instability)}
\end{align*}
\]

b) Does a single, general, round-off error grow?

\[
\begin{align*}
\text{Grow} \quad \text{This we term weak (Instability)}
\end{align*}
\]

We mean "growth" during the uninterrupted stepping-ahead of the solution, where no use is made of special devices applied from time to time to limit the error growth (See end of second paragraph above).

What we need to know in our numerical work is whether a given difference equation is strongly stable or strongly unstable. It is much easier, however, to demonstrate weak stability or instability. The gap between the two types of stability is closed by the following Assumption: Weak (Stability) implies strong (Stability).

In the following text, then, whenever we refer to the stability of instability of a difference scheme we shall mean the weak form. We intend to examine rather closely in another paper the validity of the Assumption; for the present we note that it is true for all those calculations we have seen where care was taken that the round-off errors should be random. (As pointed out by Huskey and Hartree, in the Journal of Research of the National Bureau of Standards, vol. 42, pp. 57-62, round-off errors may be non-random in certain regions of integration.)
They observe that randomness may be regained by carrying extra figures in calculating these regions. For general purposes, the assumption of random round-off errors is probably a good one).

"It is important to note that the overall error may be considered as the sum of the individual errors fed in (modified from step to step by the numerical process) because the variational equation which governs error propagation is always linear and solutions may be superposed. For studying weak stability, we may adopt either of two procedures:

1) Consider a unit error introduced at an arbitrary mesh point and follow its progress.

2) Make a Fourier expansion of a line of errors and follow the progress of the general term of the expansion.

The first procedure occurs occasionally in the literature but, to our knowledge, has not been developed in any systematic way; such a development has now been completed by R. P. Eddy (Ref. [E 1]). The second procedure was developed and used by J. von Neumann during World War II, but has never been published by him*. With his permission we present below some of Professor von Neumann's results."

The paragraphs quoted from [OHK 1] provide an outline of the fundamentals of the problems we will consider. In outline: We will first consider existence, uniqueness and stability equations for the solutions of linear partial differential equations particular in-so-far as they are relevant to the stability of numerical solutions; secondly, we will develop the stability criteria of von Neumann and R. P. Eddy; and thirdly, *But see reference [NR 1].
we will consider applications of the general theories to the special cases of certain parabolic and hyperbolic equations.

Bibliography is given at the end of Sections 2, 3, and 4; numbered references are to the bibliography at the end of Article 4.

2. EXISTENCE QUESTIONS.

We consider the equation

\[ L[u] = \sum_{i_1, i_2, \ldots, i_n} a_{i_1 i_2 \ldots i_n} \frac{\partial^{i_1 + \ldots + i_n} u}{\partial x_1^{i_1} \partial x_2^{i_2} \ldots \partial x_n^{i_n}} = B \]

where \( a_{i_1 i_2 \ldots i_n} \) and \( B \) are analytic functions; the relevant results will carry over to systems of such equations.

Generally, \( L[u] = B \) has an infinity of solutions; the essential problem is to find additional conditions which will specify a unique solution \( u \). Since the equation often represents a physical problem, it is essential that small (observationally unavoidable) "errors" in the \( a_{i_1 i_2 \ldots i_n} \), \( B \), and the determining data should appear in the solution \( u \) as small errors. These criteria (existence, uniqueness, and stability) cause a subdivision of problems concerning differential equations into hyperbolic, parabolic and elliptic differential equations and problems; while this classification is not complete in case of equations of order higher than two it will serve for our purposes.

The form in which the additional data is given is usually the specification of \( u \) and some of its derivatives or normal derivatives along a surface \( S \), together with the requirement (especially in the
elliptic case) that the solution exist throughout some specified region.
The relevant classification ties certain types of operators $L$ with
certain forms in which data is specified, and classifies surfaces $S$ with
respect to the operator $L$; this classification is based on the considera-
tion of certain characteristic surfaces (or hypersurfaces) connected with
$L$.

Let $L$ be of order $m$, i.e., $a_{i_1 i_2 \ldots i_n} = 0$ for $i_1 + i_2 + \ldots + i_n > m$,
while for some $i_1 + i_2 + \ldots + i_n = m$, $a_{i_1 i_2 \ldots i_n} \neq 0$. Let $Q(\xi_1, \ldots, \xi_n)$ be
a form defined in an $(n-1)$-dimensional projective space for a point
$x^* = (x_1^*, x_2^*, \ldots, x_n^*)$ by

$$Q(\xi_1, \xi_2, \ldots, \xi_n) = \sum_{i_1 + \ldots + i_n = m} a_{i_1 i_2 \ldots i_n} (x_1^*, x_2^*, \ldots, x_n^*) \xi_1^{i_1} \xi_2^{i_2} \ldots \xi_n^{i_n}.$$

A normal to a surface $S$ at $x^*$ is of a singular nature with respect to $L$
if its components $(y_1, \ldots, y_n)$ satisfy the equation

$$Q(y_1, y_2, \ldots, y_n) = 0.$$

If this equation does not hold at $x^*$, we say that $S$ is free at $x^*$ with
respect to $L$. If $S$ is free at every point, it is called non-characteristic
for $L$. Generally, data for $L$ can be specified only on non-characteristic
surfaces.

The normal derivatives of a function $u(x_1, \ldots, x_n)$ at a point

$x^* = (x_1^*, \ldots, x_n^*)$ of a surface $S$, whose normal at $x^*$ is

$\xi^* = (\xi_1^*, \ldots, \xi_n^*)$ are defined as the functions
\[
\left( \sum_{i=1}^{n} \xi_i \right)^m \frac{\partial u}{\partial x_i}
\]
for \( m = 0, 1, 2, \ldots \).

Two problems, and corresponding types of equations, can now be described.

I) The Elliptic Case. If \( Q(\xi_1, \ldots, \xi_n) = 0 \) has no real points in projective space, we say that \( L[u] = B \) is an elliptic equation. In this case, any real surface \( S \) is non-characteristic. The problem associated with this equation is the boundary value problem: The surface \( S \) is to be a closed surface, the values of the solution \( u(x_1, \ldots, x_n) \) are specified on \( S \), and the solution is required to exist throughout the interior of \( S \).

II) The Hyperbolic (And Parabolic) Case. The equation \( Q = 0 \) has real solutions in projective space. The problem associated with this case is the initial value or Cauchy problem: The surface \( S \) is required to be open and the values of \( u \) and its first \((m-1)\) normal derivatives are specified on \( S \), where \( m \) is the order of \( L \).

In either case \( S \) is assumed to be given by an equation

\[ f(x_1, x_2, \ldots, x_n) = 0 \]

where \( f \) is an analytic function; and the functions specifying \( u \) or its normal derivatives on \( S \) are to be analytic on \( S \).

The solution in either case is unique, and is stable in the sense that small variations in the functions specifying \( u \) and/or its normal derivatives on \( S \), in the function \( f \) specifying \( S \), in the coefficients
of \( L \), and in the function \( B \) in \( L[u] = B \) are reflected in small variations in the solution \( u \) throughout some neighborhood of \( S \), which neighborhood will grow to the full domain of existence as the magnitude of the variations becomes small.

In the elliptic case the function \( u \) exists throughout the region bounded by \( S \), except possibly at isolated points.

In either case, \( u \) is also an analytic function of \( x_1, \ldots, x_n \).

The single difficulty, in the hyperbolic case, lies in the region of existence of \( u \). Here \( u \) exists in regions cut out by "characteristic surfaces" through the points of \( S \); here a characteristic surface, in ordinary space, through the point \( x^* = (x_1^*, \ldots, x_n^*) \) is given by

\[
Q(x_1-x_1^*, x_2-x_2^*, \ldots, x_n-x_n^*) = 0.
\]

Thus the influence of the initial conditions spread like a wave front throughout space, under conditions of propagation controlled by the operator \( L \).

Further, \( u \), is determined at a point \( x^{**} \) only by the portion of \( S \), and data thereon, which is cut out by the characteristic surface through \( x^{**} \); the importance of this fact for numerical computation lies in this: Any method of computing \( u \) numerically which makes \( u \) at \( x^{**} \) depend on substantially more of \( S \) and the initial data than is cut out by the characteristic surface through \( x^{**} \) will be highly unstable, while a processing depending on substantially less of \( S \) will generally be highly in error.
This highly incomplete presentation will not be needed explicitly in what follows. For reference purposes a short bibliography on existence theorems is appended. For further reference, see D. Bernstein's book.
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3. ON CONVERGENCE PROBLEMS.

The basic approximation procedure which is considered in this paper is the replacement of derivatives by partial difference quotients. For example, we could replace \( \frac{\partial u}{\partial x_1} \) by

\[
\frac{u(x_1+h_1, x_2, \ldots, x_n) - u(x_1, x_2, \ldots, x_n)}{h_1},
\]

or by

\[
\frac{u(x_1+h_1, x_2, \ldots, x_n) - u(x_1-h_1, x_2, \ldots, x_n)}{2h_1};
\]

let \( \Delta_{i_1i_2\ldots i_n} \) be the operator which replaces

\[
\frac{\partial^{i_1+i_2+\ldots+i_n}}{\partial x_{i_1} \partial x_{i_2} \ldots \partial x_{i_n}}
\]

and let \( L_\Delta \) be the difference operator corresponding to \( L \), i.e.,

\[
L_\Delta [u] = \sum a_{i_1i_2\ldots i_n} \Delta_{i_1i_2\ldots i_n} (u)
\]

This is defined on a mesh whose steps are \( h_1, h_2, \ldots, h_n \). We must replace \( S \) by an approximation which passes through mesh points. Let then \( S_\Delta \) be the approximation to \( S \), together with the appropriate data for \( u \) and the difference expressions of the normal derivatives of \( u \). This is the difference problem corresponding to the original differential problem.

Let \( u_\Delta \) be the solution of the difference equation, \( u_0 \) the solution of the differential equation. The convergence problem is the problem of when

\[
\lim_{h_1 \to 0, h_2 \to 0, \ldots} u_\Delta = u_0.
\]
For elliptic problems the answer is that this always happens. For hyperbolic problems the condition is that certain ratios of the $h_1, h_2, \ldots, h_n$ must satisfy inequalities determined by $L$; without making these precise, let us only say that these inequalities coincide, in form and substance, with the conditions of stability which will be derived later.

As for a precise estimate of the truncation error ($u_0 - u_\Delta$), no such exists; nor is there any rigorous test for convergence. In practice, one may solve the difference equations for several progressively smaller meshes; if the solutions coincide to many decimal places, one can assume that the truncation error occurs beyond those places. Obviously, this procedure has its dangers; in slowly converging cases it is bound to fail.

The fundamental paper, in which was first published the discovery of the need for inequalities on the mesh ratios, is:

R. Courant, K. Friederichs, and H. Levy - "Über die Partielle Differenzengleichungen der Mathematischen Physik".


4. STABILITY: GENERALITIES.

Given the equations $L[u_0] = B$, $L_\Delta [u_\Delta] = B$, their analytic solution in explicit form may be entirely beyond our means; we are forced to turn to the numerical solution of the difference problem, generally, with the aid of machines.

In numerical work, numbers must be rounded off; this means that we derive a numerical approximation $u_N$ to $u_\Delta$. Even if $u_\Delta$ is a good approximation of $u_0$, $u_N$ may be a bad one; for the errors introduced, by
rounding off, into $u_N$ may grow large, or may not grow small and thereby accumulate. We need, therefore, criteria that insure that the round off error will grow small, i.e., tend to zero (See sections quoted in Section 1).

In the case of elliptic problems, no criterion is needed; $u_\Delta - u_N$ remains small, just as $u_0 - u_\Delta$ becomes small. Thus no further discussion of the elliptic case is necessary. With reference to this case; see:

J. D. Tamarkin & W. Feller - "Partial Differential Equations".


The rest of this paper is devoted to a discussion of the stability criteria for the hyperbolic and parabolic cases. The basic references upon which this discussion rests are given on the following page. The papers in this list will be referred to by the bracketed numbers preceding them.
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5. **STABILITY: von NEUMANN'S CRITERIA.**

The references for this and the next section are [OHK 1], [NR 1] and
[L 1].

The criteria developed here are sufficient for the stability of the
difference-scheme solutions of partial differential equations with con-
stant coefficients; the criteria can be applied to equations with
variable coefficients by dividing the region of integration into
sufficiently small subregions in which the coefficients vary slowly,
and applying the criteria to each subregion. This procedure must be
used with care, and will not apply if, in particular, the coefficients
are discontinuous.

The paper of W. Leutert [L 1] shows, by example, that von Neumann's
criteria are not necessary.

We will make some simplifications in our differential and difference
problems; we assume first that the independent variables are t and
$x_1, x_2, \ldots, x_n$ (this amounts merely to renaming the variables). The
reason for this assumption is the next one, namely that that surface $S$
on which the initial data are give is defined by

$$S: t = 0.$$ 

The particular difference operator $L_\Delta$ which replaces the differen-
tial operator $L$ is assumed to be a polynomial in the operators $\Delta, \Delta_1,$
$\Delta_2, \ldots, \Delta_n$ and $\Delta^{-1}, \Delta_1^{-1}, \ldots, \Delta_n^{-1},$ where

$$\Delta u = u(t+k, x_1, \ldots, x_n) - u(t, x_1, \ldots, x_n)$$

$$\Delta_n^{-1} u = u(t, x_1, \ldots, x_n) - u(t-k, x_1, \ldots, x_n)$$
and

\[ \Delta_1 u = u(t,x_1,\ldots,x_2 + h_1,\ldots,x_n) - u(t,x_1,\ldots,x_n) \]

\[ \Delta_1^{-1} u = u(t,x_1,\ldots,x_i,\ldots,x_n) - u(t,x_1,\ldots,x_i - h_i,\ldots,x_n), \]

and where \( k, h_1, h_2, \ldots, h_n \) are positive quantities which determine the mesh structure.

Now (see paragraphs quoted on page 5) we will assume that at \( t = 0 \) an error occurs, say \( e(x_1,x_2,\ldots,x_n) \). This error affects the solution of

\[ L_\Delta [u] = B \]

and is therefore propagated in the form of an error \( f(t,x_1,\ldots,x_n) \) whose law of propagation is given by

\[ L_\Delta [f(t;x_1,\ldots,x_n)] = 0 \]

\[ f(0;x_1,\ldots,x_n) = e(x_1,\ldots,x_n). \]

Since \( L_\Delta \) is a linear homogeneous operator, it is appropriate to make a Fourier analysis of \( f(t;x_1,\ldots,x_n) \); the consequence of this analysis will be an inequality to be satisfied for all \( \beta_1,\ldots, \beta_n \) by a certain function of the new variables \( \beta_1,\ldots, \beta_n \) and of the \( k, h_1,\ldots, h_n \). In practise this will result in certain inequalities to be satisfied by certain ratios of the \( k, h_1,\ldots, h_n \).

Let us expand \( e(x_1,\ldots,x_n) \) (the initial error at \( t = 0 \)) in a Fourier series

\[ e(x_1,\ldots,x_n) = \sum_{\beta_1,\ldots,\beta_n} e(\beta_1 x_1 + \ldots + \beta_n x_n)i\pi, \]

or else in a Fourier integral

\[ e(x_1,\ldots,x_n) = \int \cdots \int_{A(\Omega)} e(\beta_1 x_1 + \ldots + \beta_n x_n)i\pi \, d\beta_1 \cdots d\beta_n, \]
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according as the initial data is given over a finite or infinite portion
of the surface $S$: $t = 0$.

The principal fact to notice is that $e(x_1, \ldots, x_n)$ is given by linear
superposition of functions of the form $e^{(\beta_1 x_1 + \ldots + \beta_n x_n)i\pi}$; an analysis
of the propagation of error which is initially given by such a function
will lead to an analysis of the propagation of $e(x_1, \ldots, x_n)$, simply again
by superposition. Therefore our problem becomes this: To find
$f(t; x_1, \ldots, x_n)$ where

$$L_\Delta \left[ f(t; x_1, \ldots, x_n) \right] = 0$$
$$f(0; x_1, \ldots, x_n) = e^{i \left( \beta_1 x_1 + \ldots + \beta_n x_n \right)}$$

The solution of this problem will be built up linearly from a finite
number of functions of the form

$$F = e^{\alpha t} e^{(\beta_1 x_1 + \ldots + \beta_n x_n)i\pi}$$

where $\alpha = \alpha(\beta_1, \ldots, \beta_n)$ is a (generally) complex number, depending on
$\beta_1, \ldots, \beta_n$, and the whole expression $F$ is itself a solution of

$$L_\Delta [F] = 0 \quad F(0; x_1, \ldots, x_n) = e^{i \pi \left( \Sigma \beta_i x_i \right)}.$$

Now the requirement that the error remain small can be expressed by
the inequality

$$\left| e^{\alpha \Delta t} \right| = \left| e^{\alpha k} \right| < 1,$$

the requirement that the error die out (See the discussion in Section 4,
first paragraph) is that

$$\left| e^{\alpha k} \right| < 1.$$
into $L_\Delta [F] = 0$. Since $L_\Delta$ is a linear homogeneous function, we have

$$L_\Delta [F] = e^{at \xi^n\pi} (\beta_1 x_1 + \ldots + \beta_n x_n) L_\xi (e^{\alpha_k j, k, \beta_1, \ldots, \beta_n})$$

where $L_\xi$ is a function of $e^{\alpha_k}$, of $h_1, \ldots, h_n$, and of $\beta_1, \ldots, \beta_n$. Solving $L_\xi = 0$ for $e^{\alpha_k}$ gives

$$e^{\alpha_k} = G(k, h_1, \ldots, h_n; \beta_1, \ldots, \beta_n)$$

and the inequality $|e^{\alpha_k}| < 1$ results in the inequality

$$|G(k, h_1, \ldots, h_n; \beta_1, \ldots, \beta_n)| < 1$$

which must hold for all $\beta_1, \ldots, \beta_n$ (See [OHK 1], footnote on page 227, for special circumstances under which the inequality $|G| < 1$ need not hold for all $\beta$; the inequality must nevertheless hold if the difference scheme is to be true for arbitrarily small $k, h_1, \ldots, h_n$).

We have thus found a sufficient condition for stability. In the next section we will develop similar criteria of stability according to a method developed by R. P. Eddy [E 1].

6. STABILITY: R. P. EDDY'S CRITERIA.

The reference for this section is [E 1]. As in Section 5, we assume that the variables are $t, x_1, \ldots, x_n$, and that the mesh steps are $k, h_1, \ldots, h_n$.

Here we use, instead of the difference operators $\Delta, \Delta_1, \ldots, \Delta_n$, the translation operators $E, E_1, \ldots, E_n$ whose powers are defined by

$$(E^{\pm \nu}) f = f(t \pm \nu k, x_1, \ldots, x_n)$$

$$(E_1^{\pm \nu}) f = f(t, x_1, \ldots, x_{i-1} \pm \nu h_1, x_{i+1}, \ldots, x_n).$$
Thus $\Delta = E^{-1}$, $\Delta^{-1} = 1 - E$ and $\Delta_i = E_i^{-1}$, $\Delta_i^{-1} = 1 - E_i$.

If now we replace the partial derivatives in the linear differential operator $L$ by partial difference quotients, we obtain an operator $L_E$ which is a polynomial in $E, E^{-1}, \ldots, E_n, E_n^{-1}$. We write

$$L_E = L_E(E; E_1, \ldots, E_n; k, h_1, \ldots, h_n).$$

If now the solution $u$ of $L_E u = B$ is disturbed by an error $e(m_1, \ldots, m_n)$ at $t = 0$, $x_1 = x_1 + m_1 h$, $x_2 = x_2 + m_2 h_2, \ldots, x_n = x_n + m_n h_n$, where $m_1, \ldots, m_n$ are integers, then the error is propagated according to the equation $L_E u = 0$.

Let the error at $t = s k$, $s = x_1 + m_1 h_1, \ldots, x_n = x_n + m_n h_n$ be denoted by $f(s; m_1, \ldots, m_n)$, so that

$$L_E f = 0$$

$$f(0; m_1, m_2, \ldots, m_n) = e(m_1, \ldots, m_n).$$

The operators $E, E_1, \ldots, E_n$ operate on $f$ according to

$$(E^\pm \nu)f = f(n \pm \nu k; m_1, \ldots, m_n)$$

$$(E_i^\pm \nu)f = f(n; m_1, \ldots, m_i, m_i, \pm \nu h_i; \ldots, m_n).$$

Now let us replace the operators $E_1, \ldots, E_n$ in $L_E = L_E(E, E_1, \ldots, E_n; k, h_1, \ldots, h_n)$ by exponentials

$$e^{-i \theta_1}, e^{-i \theta_2}, \ldots, e^{-i \theta_n},$$

so that $E_i^\pm \nu$ is replaced
by \( e^{\pm i \nu \theta_j} \), and \( E_j^{-1} \) by \( e^{i \theta_j} \), and let us consider the solution

\[
\varphi(s; \theta_1, \ldots, \theta_n ; k, h_1, \ldots, h_n ) = \varphi(s) \text{ of the equation}
\]

\[
L_E (E_1 e^{-i \theta_1}, \ldots, E_n e^{-i \theta_n} ; k, h_1, \ldots, h_n ) \varphi(s) = 0.
\]

Then the error \( f(s; m_1, \ldots, m_n) \) is given by

\[
f(s; m_1, \ldots, m_n) = \varphi(s; E_1^{-1}, E_2^{-1}, \ldots, E_n^{-1}; k, h_1, \ldots, h_n) \ e(m_1, \ldots, m_n).
\]

Thus the nature of the error is entirely contained in the function

\[
\varphi(s; \theta_1, \theta_2, \ldots, \theta_n ; k, h_1, \ldots, h_n); \text{ in order to have stability we must satisfy the condition}
\]

\[
\lim_{s \to \infty} \varphi(s) = 0.
\]

Let us write \( L_E \varphi = 0 \) in the form

\[
\varphi(s) = \beta_1 \varphi(s-1) + \beta_2 \varphi(s-2) + \ldots + \beta_p \varphi(s-p),
\]

where \( p \) is an integer determined by \( L_E \) and \( \beta_i \) \((i = 1, \ldots, p)\) are functions of the \( \theta_1, \ldots, \theta_n, k, h_1, \ldots, h_n \).

Now \( \varphi(s) \) can be given explicitly. Let \( \rho_1, \ldots, \rho_q \) be the roots of

\[
\lambda^p - \beta_1 \lambda^{p-1} - \ldots - \beta_{p-1} \lambda - \beta_p = 0
\]

and let \( a_1, \ldots, a_q \) be the multiplicities of these roots. Then \( \varphi(s) \) can be given as a combination

\[
\varphi(s) = \sum_{i=1}^{q} \left( \sum_{j=0}^{a_i-1} A_{ji} s^j \rho_i^s \right)
\]

where \( A_{ji} \) are functions of \( \theta_1, \ldots, \theta_n, k, h_1, \ldots, h_n \). In order that

\[
\lim_{s \to \infty} \varphi(s) = 0,
\]

a necessary and sufficient condition is that
\[
\lim_{s \to \infty} s^j \rho_i^s = 0 \quad i = 1, \ldots, q, \quad 0 \leq j \leq a_i - 1.
\]

But this is satisfied if \( |\rho_i| < 1 \). Thus the condition for stability is that every root \( \rho \) of

\[
\lambda^p - \beta_1 \lambda^{p-1} - \cdots - \lambda \beta_{p-1} - \beta_p = 0
\]

satisfy

\[
|\rho| < 1.
\]

Further, this must hold for every value of the variable \( \theta_1, \ldots, \theta_n \); the end result is therefore a set of conditions on \( k, h_1, \ldots, h_n \).

According to Eddy [E 1; p. 3], in all cases which have so far been tested the methods of this section and of the last section yield identical results.

For the cases \( p = 1 \) or \( 2 \), we can develop immediate criteria for the roots to satisfy \( |\rho| < 1 \).

When \( p = 1 \), the only root of \( \lambda - \beta_1 = 0 \) is \( \rho_1 = \beta_1 \). Therefore the condition of stability is

\[-1 < \beta_1 < 1.\]

When \( p = 2 \), the usual expression for the roots of a quadratic can be applied to get the desired conditions on \( \beta_1 \) and \( \beta_2 \); when \( \beta_1 \) and \( \beta_2 \) are real, these conditions are particularly simple. There are two cases to be considered: Real roots, and complex conjugate roots.

First case: Complex conjugate roots, i.e.,

\[
\left( \frac{\beta_1}{2} \right)^2 + \beta_2 < 0.
\]
Then the roots are \( \rho_1 = \frac{\beta_1}{2} + \sqrt{\left(\frac{\beta_1}{2}\right)^2 + \beta_2} \) and \( \rho_2 = \frac{\beta_1}{2} - \sqrt{\left(\frac{\beta_1}{2}\right)^2 + \beta_2} \);

the conditions of stability are \( |\rho_1| = |\rho_2| < 1 \). But

\[
|\rho_1| = \left(\frac{\beta_1}{2}\right)^2 - \left(\frac{\beta_1}{2} + \beta_2\right) \quad \text{and} \quad |\rho_1| = |\rho_2| = -\beta_2. \quad \text{Thus we must have}
\]

\[-1 < \beta_2 < 0.\]

which combined with \( \left(\frac{\beta_1}{2}\right)^2 + \beta_2 < 0 \) gives

\[
|\beta_1| < 2 \sqrt{-\beta_2}
\]

Second case: Real roots, i.e.,

\[
\left(\frac{\beta_1}{2}\right)^2 + \beta_2 > 0.
\]

Now the roots \( \rho_1 = \beta_2 + \sqrt{\left(\frac{\beta_1}{2}\right)^2 + \beta_2} \) and \( \rho_2 = \beta_1^2 - \left(\frac{\beta_1}{2}\right)^2 + \beta_2 \)

must satisfy \(-1 < \rho_1 < 1 - 1 < \rho_2 < 1\). These conditions lead to

\[
\beta_2 + \beta_1 < 1
\]

\[
\beta_2 - \beta_1 < 1
\]

for

\[
1 > \frac{\beta_1}{2} + \sqrt{\left(\frac{\beta_1}{2}\right)^2 + \beta_2} \quad \text{yields}
\]

\[
\left(1 - \frac{\beta_1}{2}\right)^2 > \left(\frac{\beta_1}{2}\right)^2 + \beta_2
\]

or

\[
1 > \beta_1 + \beta_2,
\]

and likewise

\[
\frac{\beta_1}{2} - \sqrt{\left(\frac{\beta_1}{2}\right)^2 + \beta_2} > -1
\]
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yields
\[
\left(1 + \frac{\beta_1}{2}\right)^2 > \left(\frac{\beta_1}{2}\right)^2 + \beta_2
\]
or
\[
1 > \beta_2 - \beta_1.
\]
Thus for \( p = 1,2 \) the criteria can be written

I. \( p = 1 \)
\(-1 < \beta_1 < 1\)

II. \( p = 2, \beta_1, \beta_2 \) real;

for complex roots
\(-1 < \beta_2 < 0, \mid \beta_1 \mid < 2\sqrt{-\beta_2}\),

for real roots
\(\beta_2 + \beta_1 < 1, \beta_2 - \beta_1 < 1\).

7. **THE HEAT EQUATION AS AN EXAMPLE.**

We will, in this section, discuss the heat equation

\[
\frac{\partial u}{\partial t} = a \frac{\partial^2 u}{\partial x^2}
\]
as an example and illustration of the methods of the preceding sections. The basic references are [E 1], [OHK 1], [T 1] and [NR 1]. In particular, the numerical examples, tables and graphs are copied directly from [OHK 1]; they form the most enlightening feature of all these discussions of numerical methods.

We will consider several possible choices for the difference scheme to be used in the numerical solution of the heat equation, and we will repeat the derivation of the stability conditions for these special cases in order to illustrate the general procedures of the preceding section.

We will consider first Richardson's difference scheme (See [R 1]).
\[ \frac{u(x,t+\Delta t) - u(x,t-\Delta t)}{2\Delta t} = \frac{u(x+\Delta x,t) - 2u(x,t) + u(x-\Delta x,t)}{\Delta x^2} \]

(in this simple case, we will use \( \Delta t, \Delta x \) rather than \( k, h \)).

This was used by L. F. Richardson to integrate the heat equation over a short range; as we shall see, this scheme is ordinarily unstable, both by the stability conditions and experimentally. Nevertheless, W. Leutert has shown [L 1], that under appropriate conditions, Richardson's scheme can be stable without satisfying either the von Neumann or Eddy criteria.

The von Neumann criteria proceeds by a Fourier analysis of error; by linearity we need only consider solutions of Richardson's scheme of the form \( e^{\alpha t} e^{i\beta x} \). The requirement that \( |e^{\alpha \Delta t}| < 1 \) gives conditions which \( \Delta t, \Delta x \), must satisfy for all \( \beta \). Introducing \( e^{\alpha t} e^{i\beta x} \) in place of \( u(x,t) \) in Richardson's scheme, we get

\[ \frac{e^{\alpha t} e^{i\beta x} (e^{\alpha \Delta t} - e^{-\alpha \Delta t})}{2\Delta t} = e^{\alpha t} e^{i\beta x} \left( \frac{e^{i\beta \Delta x}}{2} e^{-1 \beta \Delta x} \right) \]

or setting \( \xi = e^{\alpha \Delta t} \)

\[ \xi - \frac{1}{\xi} = \left( \frac{2\alpha \Delta t}{\Delta x^2} \right) 2(\cos \beta \Delta x - 1). \]

\[ = -8 \left( \frac{\alpha \Delta t}{\Delta x^2} \right) \sin^2 \left( \frac{\beta \Delta x}{2} \right) \]

or setting \( r = \frac{\alpha \Delta t}{\Delta x^2} \)

\[ \xi - \frac{1}{\xi} = -8r \sin^2 \left( \frac{\beta \Delta x}{2} \right). \]
Now the condition that \( |e^{\alpha \Delta t}| < 1 \) for every \( \alpha \) for which \( e^{\alpha t} e^{i\beta x} \) is a solution of Richardson's scheme gives us that we must have

\[
\left| \frac{1}{\xi} \right| < 1, \quad \left| \frac{1}{\xi} \right| < 1.
\]

But if \( \beta \neq 0 \), \( \xi - \frac{1}{\xi} < 0 \) by the equation for \( \xi - \frac{1}{\xi} \); and this is possible only if either \( \xi < -1 \) or \( -\frac{1}{\xi} < -1 \). Thus Richardson's scheme is, by von Neumann's test, always unstable.

Now in order to apply Eddy's method, we use the operators \( E \), \( E_x \) where

\[
E u(x,t) = u(x,t+\Delta t), \quad E_x u(x,t) = u(x+\Delta x,t)
\]

Richardson's scheme is then

\[
\frac{E - E^{-1}}{2\Delta t} u = a \left( \frac{E_x - 2 + E_x^{-1}}{\Delta x^2} \right) u
\]

or replacing \( u(x,t+s\Delta t) \) by \( \varphi(s) \) and \( E_x \) by \( e^{-i\theta} \), we have

\[
\varphi(s+1) - \varphi(s-1) = \left( \frac{2a \Delta t}{\Delta x^2} \right) \left( e^{-i\theta} - 2 + e^{i\theta} \right) \varphi(s)
\]

or translating to the left by 1, i.e., replacing \( s \) by \( (s-1) \) and setting

\[
r = a \frac{\Delta t}{\Delta x^2}
\]

\[
\varphi(s) - 4 r(\cos \theta -1) \varphi(s-1) - \varphi(s-2) = 0
\]

The "characteristic equation"

\[
\lambda^2 - 4 r(\cos \theta -1) \lambda - 1 = 0.
\]

The conditions at the end of Section 6 for the case \( p = 2 \) apply here; since \(-1 < 0\), the roots are real. Thus \( \beta_2 = 1 \) and \( \beta_1 = 4r (\cos \theta -1) \) must satisfy
\[ \beta_1 + \beta_2 < 1 \quad \beta_2 - \beta_1 < 1 \]
or
\[ 1 + 4t (\cos \theta - 1) < 1 \quad 1 - 4r (\cos \theta - 1) < 1. \]

In particular, for \( \cos \theta = -1 \), these give
\[ 1 - 8r < 1 \quad 1 + 8r < 1 \]
or
\[ 8r > 0 \quad \text{and} \quad 8r < 0 \]
which is obviously impossible.

Thus by Eddy's criteria the scheme of Richardson is unstable. We will later compare Richardson's scheme with a stable scheme numerically, and see that it is in fact unstable; the results of W. Leutert, which show that Richardson's scheme can be made stable do not apply to the particular numerical methods used.

Now let us turn our attention to the difference scheme
\[ \frac{u(x, t+\Delta t) - u(x, t)}{\Delta t} = a \frac{u(x+\Delta x, t) - 2u(x, t) + u(x-\Delta x, t)}{\Delta x^2} \]

This scheme has a larger truncation error than Richardson's scheme, but on the other hand, it is a stable scheme.

Using von Neumann's method of analysis, we substitute \( e^{at} e^{i\beta x} \) for \( u(x, t) \), obtaining
\[ e^{at} e^{i\beta x} (e^{a \Delta t} - 1) = a e^{at} e^{i\beta x} \frac{(e^{i\beta \Delta x} - 2 + e^{-i\beta \Delta x})}{\Delta x^2} \]
or setting \( \xi = e^{\alpha \Delta t}, \quad r = \frac{a \Delta t}{\Delta x^2} \)
\[ \xi - 1 = 2r (\cos \beta \Delta x - 1) \]
\[ = -4r \sin^2 \frac{\beta \Delta x}{2} \]
or
\[ \xi = 1 - 4r \sin^2 \frac{\beta \Delta x}{2} \]
The condition \(|\xi| < 1\) gives
\[ -1 < 1 - 4r \sin^2 \frac{\beta \Delta x}{2} < 1. \]
The right inequality is satisfied trivially. The left inequality gives
\[ -1 < 1 - 4r \sin^2 \frac{\beta \Delta x}{2} \]
or
\[ r \sin^2 \frac{\beta \Delta x}{2} < \frac{1}{2}. \]
since this inequality must hold for all \(\beta\), we find
\[ r < \frac{1}{2} \]
as the condition for stability.

Turning to Eddy's criterion, and using \(E, E_x\) as the translation operators, we have as the difference scheme
\[ \frac{(E-1)u}{\Delta t} = a \frac{(E_x-2 + E_x-1)u}{\Delta x^2} \]
and the Eddy equation becomes
\[ \varphi(s+1) - \varphi(s) = \frac{a \Delta t}{\Delta x^2} (e^{-i \theta} - 2 + e^{i \theta}) \varphi(s) \]
or replacing \(s\) by \(s-1\), and \(\frac{a \Delta t}{\Delta x^2}\) by \(r\)
\[ \varphi(s) - (1 + 2r \cos \theta - 1) \varphi(s-1) = 0. \]
By the conditions at the end of Section 6, the stability condition for
\[ p = 1 \text{ is} \]
\[-1 < 1 + 2r (\cos \theta - 1) < 1 \]
or
\[-2 < 2r (\cos \theta - 1) < 0 \]
or
\[0 < r (1 - \cos \theta) < 1.\]

The left inequality always holds, while the right inequality requires that we have
\[ r < \frac{1}{2}, \]
which is thus the condition for stability; this conclusion agrees with that drawn from von Neumann's method.

Before we turn to a numerical consideration of the above two schemes, let us consider a strong objection to them; in order to have stability, we must have
\[ r < \frac{1}{2}, \]
i.e.,
\[ \Delta t < \frac{a}{2} \Delta x^2. \]

Thus if \( \Delta x \) is very small, \( \Delta t \) must be very, very small; in consequence, a certain degree of accuracy in \( x \) calls for much more accuracy in \( t \).

Methods have been developed by von Neumann (the "implicit methods") which are stable for all values of \( r \), i.e., all mesh ratios; see [NR 1], [E 1], [OHHK 1]. For numerical work, such schemes are obviously preferable; we concentrate here on an unstable scheme and one which is stable for \( r < \frac{1}{2} \) because they show the various phenomena which may be expected in a much
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clearer manner than an absolutely stable scheme can.

We will now consider the result of numerical integration applied to a special case of the heat equation. The differential problem we will now consider will be

\[
\frac{\partial u(x,t)}{\partial t} = \frac{\partial^2 u(x,t)}{\partial x^2}
\]

\[u(x,0) = 1 \quad 0 < x < 1\]
\[u(0,t) = u(1,t) = 0 \quad t \geq 0.\]

The exact solution of this differential problem is given by

\[u(x,t) = \frac{4}{\pi} \sum_{m=1,3,5,...}^{\infty} \frac{1}{m} e^{-m^2 \pi^2 t} \sin(m \pi x).\]

We will calculate both the exact and numerical solutions of the difference scheme (A) and (B)

(A) \[u(x,t+\Delta t) - u(x,t) = \frac{u(x+\Delta x,t) - 2 u(x,t) + u(x-\Delta x,t)}{\Delta x^2}\]

(B) \[u(x,t+\Delta t) - u(x,t-\Delta t) = \frac{u(x+\Delta x,t) - 2u(x,t) + u(x-\Delta x,t)}{2 \Delta t}\]

the latter scheme being, of course, Richardson's.

We will refer to the exact solution as D, the exact and numerical solutions of (A) as A and N, and the exact and numerical solutions of (B) as AR and NR, both in this discussion and in the tables and graphs.

The tables and graphs are taken directly from [OHK 1; pp. 240-251]; they are given at the end of this section.

Plate I compares D and NR, using t = 0.001 (or 1 millisecond) and
\[ \Delta x = 0.1. \] The data from which Plate I was drawn is given in Table II, columns two and three. It shows that for \( t > 0.005 \), \( N_R \) begins to diverge from \( D \) and shortly goes into strong oscillations.

The remaining plates compare \( D \), \( \Delta \) and \( N \) (the solutions of scheme (A)) for various values of \( \Delta x \) and various values of the mesh ratio

\[ r = \frac{\Delta t}{\Delta x^2}, \]

Scheme (A) being stable for \( r < \frac{1}{2} \). The data from which the remaining plates are drawn is given in Table II, columns other than number three, and in Tables III, IV, and V.

We can make the following observations on the graphs. For \( r < \frac{1}{2} \), all of the solutions are quite close to the true solution \( D \), \( r = 0.45 \) being very nearly as good as \( r = 0.1 \), in spite of the fact that this causes \( \Delta t \) to be 4.5 times larger in the first case as in the second. The fact that the curve for \( r = 0.45 \) is better over a portion of the graph than \( r = 0.1 \), and better over the entire graph than \( r = 0.3 \) is without significance since the total time interval is only one tenth of a second. We get decidedly poorer results using \( r = 0.5 \).

In consequence, in numerical work it behooves us to use a mesh ratio \( r \) close to but less than \( 1/2 \).

In Plate 3, we compare the exact solution \( D \) with \( N \) for \( r = 0.45 \), \( r = 0.5 \), \( r = 0.55 \), and \( r = 0.7 \). The rate at which the situation degenerates is tremendous; for while \( N \) for \( r = 0.45 \) is a fairly good approximation to \( D \), \( N \) for \( r = 0.5 \) is a poor approximation, and \( N \) for \( r = 0.55 \) is no approximation at all. The further increases to \( r = 0.7 \) causes
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unreasonably large oscillations.

In Plates 4 and 5 we compare $D$ and $N$ for stable mesh ratios and various values of $\Delta x$; as $\Delta x$ becomes smaller the solutions $N$ become better approximations to $D$ in a regular manner, i.e., the solutions $N$ converge to $D$ (thus bearing out experimentally a statement made on the equivalence of convergence and stability criteria made in Section 3).

If we compare the numerical solution $N$ for $r = 0.1$, $\Delta x = 0.1$ (Table II, column 4) and the exact difference solution $\Delta$ for $r = 0.1$, $\Delta x = 0.1$, (Table V, column 2) we see a remarkable agreement; which indicates that round-off errors are damped out too rapidly to accumulate; this substantiates experimentally the assumption made in Section 1 (in the quoted paragraphs) that weak stability implies strong stability.

Finally, if we compare the numerical and exact solutions $N$ and $\Delta$ of the difference scheme (A), we find that they are nearly equal, even in the unstable case, as the following brief tabulation (taken from Tables II, III, V) shows at a glance:

<table>
<thead>
<tr>
<th>$t$(ms)</th>
<th>$r = 0.5$</th>
<th>$r = 0.55$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta$</td>
<td>$N$</td>
<td>$\Delta$</td>
</tr>
<tr>
<td>20</td>
<td>0.9375</td>
<td>0.9375</td>
</tr>
<tr>
<td>30</td>
<td>0.8594</td>
<td>0.8594</td>
</tr>
<tr>
<td>45</td>
<td>0.78126</td>
<td>0.78125</td>
</tr>
<tr>
<td>60</td>
<td>0.6409</td>
<td>0.6409</td>
</tr>
<tr>
<td>85</td>
<td>0.5245</td>
<td>0.5245</td>
</tr>
<tr>
<td>100</td>
<td>0.4292</td>
<td>0.4292</td>
</tr>
</tbody>
</table>

We can therefore conclude that the error in a numerical integration is due, not to the round-off error, but in fact, is due principally to the truncation error; which conclusion is contrary to the opinion generally held at the present time.
Plate 1. $N_R$ COMPARED WITH D.
Plate 2. Stable Numerical Solutions. ($\Delta x = 0.1$)
Plate 3. Unstable Numerical Solutions. ($\alpha x = 0.1$)
Plate 4. Converging Numerical Solutions. \((r=0.1)\)
Plate 5. Converging Numerical Solutions. ($r=0.3$)
Here we use $\Delta t = 0.001$, $\Delta x = 0.1$, which have the stable mesh ratio $r = \frac{\Delta t}{\Delta x^2} = 0.1$.

In this and succeeding tables (as in the graphs) we use the notation:

- $D$ = exact solution of
  \[ \frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} \]

- $\Delta$ = exact solution of
  \[ \frac{u(x, t+\Delta t) - u(x, t)}{\Delta t} = \frac{u(x+\Delta x, t) - 2u(x, t) + u(x-\Delta x, t)}{\Delta x^2} \]

- $N$ = numerical solution of the preceding difference system.

- $\Delta R$ = exact solution of Richardson's scheme
  \[ \frac{u(x, t+\Delta t) - u(x, t-\Delta t)}{2\Delta t} = \frac{u(x+\Delta x, t) - 2u(x, t) + u(x - \Delta x, t)}{\Delta x^2} \]

- $N_R$ = Numerical solution of Richardson's scheme.

Throughout all tables and graphs, $x = 0.4$.

<table>
<thead>
<tr>
<th>$t$ (ms)</th>
<th>$D$</th>
<th>$\Delta_R$</th>
<th>$N_R$</th>
<th>$\Delta = N$</th>
<th>$D-\Delta$</th>
<th>$\Delta_R-N_R$</th>
<th>$D-\Delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.0000</td>
<td>.9990</td>
<td>.9990</td>
<td>.9996 .0010</td>
<td>.0000</td>
<td>.0004</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>.9953</td>
<td>.9872</td>
<td>.9870</td>
<td>.9919 .0081</td>
<td>.0002</td>
<td>.0034</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>.9785</td>
<td>.9941</td>
<td>.9957</td>
<td>.9729 -.0156</td>
<td>-.0016</td>
<td>.0056</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>.9518</td>
<td>.7491</td>
<td>.7390</td>
<td>.9452 .2027</td>
<td>.0101</td>
<td>.0066</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>.9192</td>
<td>2.3771</td>
<td>2.5504</td>
<td>.9123 -1.4579</td>
<td>-.1733</td>
<td>.0069</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>.8832</td>
<td>-9.7547</td>
<td>-10.8768</td>
<td>.8766 10.6379</td>
<td>1.1221</td>
<td>.0066</td>
<td></td>
</tr>
<tr>
<td>t (ms)</td>
<td>D</td>
<td>$N_r$</td>
<td>$N(r=0.1)$</td>
<td>$N(r=0.3)$</td>
<td>$N(r=0.5)$</td>
<td>$N(r=0.7)$</td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>------</td>
<td>-------</td>
<td>------------</td>
<td>------------</td>
<td>------------</td>
<td>------------</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.9999</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.9999</td>
<td>0.9999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.0000</td>
<td>0.9990</td>
<td>0.9996</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.9975</td>
<td>0.9989</td>
<td>1.0000</td>
<td></td>
<td></td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.9970</td>
<td>0.9979</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.9936</td>
<td>0.9964</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.9940</td>
<td>0.9944</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.9953</td>
<td>0.9870</td>
<td>0.9919</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.9909</td>
<td>0.9890</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.9763</td>
<td>0.9856</td>
<td>0.9919</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.9898</td>
<td>0.9818</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.9585</td>
<td>0.9775</td>
<td></td>
<td></td>
<td></td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.9785</td>
<td>0.9957</td>
<td>0.9729</td>
<td>0.9789</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.9267</td>
<td>0.9679</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>1.0193</td>
<td>0.9627</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>0.8652</td>
<td>0.9571</td>
<td>0.9623</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>1.0845</td>
<td>0.9513</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.9518</td>
<td>0.7390</td>
<td>0.9452</td>
<td></td>
<td>0.9375</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>1.2439</td>
<td>0.9389</td>
<td>0.9432</td>
<td>0.9432</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.9192</td>
<td>2.5504</td>
<td>0.9123</td>
<td>0.9375</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>4.5251</td>
<td>0.8982</td>
<td>0.9005</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>-4.4469</td>
<td>0.8911</td>
<td></td>
<td></td>
<td></td>
<td>0.7599</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.8832</td>
<td>-10.8768</td>
<td>0.8766</td>
<td>0.8779</td>
<td>0.8594</td>
<td>1.1441</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>0.8461</td>
<td>0.8398</td>
<td>0.8324</td>
<td>0.8594</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>0.8324</td>
<td>0.8322</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0.8029</td>
<td>0.7883</td>
<td>0.7869</td>
<td>0.7812</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>0.8088</td>
<td>0.7883</td>
<td>0.7869</td>
<td>0.7812</td>
<td>0.1717</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t(ms)</td>
<td>D</td>
<td>$N_R$</td>
<td>$N(r=0.1)$</td>
<td>$N(r=0.3)$</td>
<td>$N(r=0.5)$</td>
<td>$N(r=0.7)$</td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>------------</td>
<td>------------</td>
<td>------------</td>
<td>------------</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>0.7721</td>
<td>0.7666</td>
<td>0.7647</td>
<td>0.7812</td>
<td></td>
<td>1.8908</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td></td>
<td>0.7453</td>
<td>0.7430</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>49</td>
<td></td>
<td>0.7382</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.7363</td>
<td>0.7312</td>
<td>0.7009</td>
<td>0.7080</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>54</td>
<td></td>
<td>0.7038</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>0.7018</td>
<td>0.6971</td>
<td></td>
<td>0.7080</td>
<td>-1.4538</td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td></td>
<td>0.6904</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.6686</td>
<td>0.6642</td>
<td>0.6608</td>
<td>0.6409</td>
<td>3.4096</td>
<td></td>
<td></td>
</tr>
<tr>
<td>63</td>
<td></td>
<td>0.6452</td>
<td>0.6416</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>0.6368</td>
<td>0.6328</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>66</td>
<td></td>
<td>0.6266</td>
<td>0.6229</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>0.6063</td>
<td>0.6027</td>
<td></td>
<td></td>
<td>0.5798</td>
<td></td>
<td></td>
</tr>
<tr>
<td>72</td>
<td></td>
<td>0.5910</td>
<td>0.5870</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>0.5773</td>
<td>0.5739</td>
<td>0.5698</td>
<td>0.5798</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>78</td>
<td></td>
<td>0.5573</td>
<td>0.5531</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>0.5496</td>
<td>0.5465</td>
<td>0.5212</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>84</td>
<td></td>
<td>0.5254</td>
<td>0.5203</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>85</td>
<td>0.5232</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>0.4981</td>
<td>0.4954</td>
<td>0.4911</td>
<td>0.4745</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95</td>
<td>0.4741</td>
<td>0.4716</td>
<td>0.4745</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>96</td>
<td></td>
<td>0.4670</td>
<td>0.4627</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.4513</td>
<td>0.4490</td>
<td>0.4359</td>
<td>0.4292</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>102</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE III  \( \Delta x = 0.1, \: r = \frac{\Delta t}{\Delta x^2} \)

<table>
<thead>
<tr>
<th>t(ms)</th>
<th>(N(r=0.45))</th>
<th>(N(r=0.55))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>4.5</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>5.5</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>9.0</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>11.0</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>13.5</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>16.5</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>18.0</td>
<td>0.9590</td>
<td>0.9085</td>
</tr>
<tr>
<td>22.0</td>
<td>0.9426</td>
<td></td>
</tr>
<tr>
<td>22.5</td>
<td>0.9426</td>
<td>0.9451</td>
</tr>
<tr>
<td>27.0</td>
<td>0.9047</td>
<td>0.9451</td>
</tr>
<tr>
<td>27.5</td>
<td>0.8743</td>
<td>0.7976</td>
</tr>
<tr>
<td>31.5</td>
<td>0.8373</td>
<td></td>
</tr>
<tr>
<td>33.0</td>
<td>0.8373</td>
<td></td>
</tr>
<tr>
<td>36.0</td>
<td>0.8373</td>
<td></td>
</tr>
<tr>
<td>38.5</td>
<td>0.8043</td>
<td>0.8824</td>
</tr>
<tr>
<td>40.5</td>
<td>0.7692</td>
<td>0.8273</td>
</tr>
<tr>
<td>44.0</td>
<td>0.7371</td>
<td></td>
</tr>
<tr>
<td>49.5</td>
<td>0.7371</td>
<td></td>
</tr>
<tr>
<td>54.0</td>
<td>0.7046</td>
<td>0.5753</td>
</tr>
<tr>
<td>55.0</td>
<td>0.6744</td>
<td></td>
</tr>
<tr>
<td>58.5</td>
<td>0.6446</td>
<td>0.7857</td>
</tr>
<tr>
<td>60.5</td>
<td>0.6446</td>
<td></td>
</tr>
<tr>
<td>63.0</td>
<td>0.6446</td>
<td></td>
</tr>
<tr>
<td>66.0</td>
<td>0.6446</td>
<td></td>
</tr>
<tr>
<td>67.5</td>
<td>0.6166</td>
<td>0.4649</td>
</tr>
<tr>
<td>71.5</td>
<td>0.5893</td>
<td>0.7609</td>
</tr>
<tr>
<td>72.0</td>
<td>0.5636</td>
<td></td>
</tr>
<tr>
<td>76.5</td>
<td>0.5636</td>
<td></td>
</tr>
<tr>
<td>$t$ (ms)</td>
<td>$N(r=0.45)$</td>
<td>$N(r=0.55)$</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
<td>-------------</td>
</tr>
<tr>
<td>77.0</td>
<td></td>
<td>0.3509</td>
</tr>
<tr>
<td>81.0</td>
<td>0.5386</td>
<td></td>
</tr>
<tr>
<td>82.5</td>
<td></td>
<td>0.7560</td>
</tr>
<tr>
<td>85.5</td>
<td>0.5151</td>
<td></td>
</tr>
<tr>
<td>88.0</td>
<td></td>
<td>0.2287</td>
</tr>
<tr>
<td>90.0</td>
<td>0.4923</td>
<td></td>
</tr>
<tr>
<td>93.5</td>
<td></td>
<td>0.7746</td>
</tr>
<tr>
<td>94.5</td>
<td>0.4707</td>
<td></td>
</tr>
<tr>
<td>99.0</td>
<td>0.4499</td>
<td>0.0928</td>
</tr>
<tr>
<td>103.5</td>
<td>0.4301</td>
<td></td>
</tr>
<tr>
<td>104.5</td>
<td></td>
<td>0.8218</td>
</tr>
<tr>
<td>110.0</td>
<td></td>
<td>-0.0639</td>
</tr>
<tr>
<td>115.0</td>
<td></td>
<td>0.9042</td>
</tr>
<tr>
<td>121.0</td>
<td></td>
<td>-0.2502</td>
</tr>
<tr>
<td>( t ) (ms)</td>
<td>( N(\Delta x=0.05) )</td>
<td>( N(\Delta x=0.2) )</td>
</tr>
<tr>
<td>----------</td>
<td>-----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>0</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>1.5</td>
<td>0.999997</td>
<td>1.000000</td>
</tr>
<tr>
<td>3.0</td>
<td>0.999970</td>
<td>0.990000</td>
</tr>
<tr>
<td>4.0</td>
<td>0.999928</td>
<td>0.990000</td>
</tr>
<tr>
<td>4.5</td>
<td>0.999540</td>
<td>0.973000</td>
</tr>
<tr>
<td>6.0</td>
<td>0.988919</td>
<td>0.951200</td>
</tr>
<tr>
<td>7.5</td>
<td>0.983508</td>
<td>0.926210</td>
</tr>
<tr>
<td>8.0</td>
<td>0.977110</td>
<td>0.914235</td>
</tr>
<tr>
<td>9.0</td>
<td>0.972354</td>
<td>0.899205</td>
</tr>
<tr>
<td>10.5</td>
<td>0.969842</td>
<td>0.871039</td>
</tr>
<tr>
<td>12.0</td>
<td>0.961820</td>
<td>0.842331</td>
</tr>
<tr>
<td>13.5</td>
<td>0.953154</td>
<td>0.813525</td>
</tr>
<tr>
<td>15.0</td>
<td>0.950140</td>
<td>0.784938</td>
</tr>
<tr>
<td>16.0</td>
<td>0.943944</td>
<td>0.756792</td>
</tr>
<tr>
<td>16.5</td>
<td>0.934278</td>
<td>0.729240</td>
</tr>
<tr>
<td>t(ms)</td>
<td>$\Delta(r=0.1)$</td>
<td>$\Delta(r=0.5)$</td>
</tr>
<tr>
<td>-------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>71.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>75.0</td>
<td>0.5464</td>
<td>0.5798</td>
</tr>
<tr>
<td>77.0</td>
<td></td>
<td>0.5245</td>
</tr>
<tr>
<td>80.0</td>
<td>0.5464</td>
<td>0.5245</td>
</tr>
<tr>
<td>82.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>85.0</td>
<td></td>
<td>0.5245</td>
</tr>
<tr>
<td>88.0</td>
<td></td>
<td>0.5954</td>
</tr>
<tr>
<td>90.0</td>
<td>0.5954</td>
<td>0.4745</td>
</tr>
<tr>
<td>93.5</td>
<td></td>
<td>0.4745</td>
</tr>
<tr>
<td>95.0</td>
<td></td>
<td>0.4745</td>
</tr>
<tr>
<td>99.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100.0</td>
<td>0.4490</td>
<td>0.4292</td>
</tr>
<tr>
<td>104.5</td>
<td></td>
<td>0.4292</td>
</tr>
<tr>
<td>105.0</td>
<td></td>
<td>0.4292</td>
</tr>
<tr>
<td>110.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t(ms)</td>
<td>$\Delta (r=0.1)$</td>
<td>$\Delta (r=0.5)$</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>10.0</td>
<td>0.9919</td>
<td>1.0000</td>
</tr>
<tr>
<td>11.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.0</td>
<td></td>
<td>1.0000</td>
</tr>
<tr>
<td>16.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20.0</td>
<td>0.9452</td>
<td>0.9375</td>
</tr>
<tr>
<td>22.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25.0</td>
<td></td>
<td>0.9375</td>
</tr>
<tr>
<td>27.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30.0</td>
<td>0.8766</td>
<td>0.8594</td>
</tr>
<tr>
<td>33.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35.0</td>
<td></td>
<td>0.8594</td>
</tr>
<tr>
<td>38.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40.0</td>
<td>0.8029</td>
<td>0.7812</td>
</tr>
<tr>
<td>44.0</td>
<td></td>
<td>0.7812</td>
</tr>
<tr>
<td>45.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>49.5</td>
<td></td>
<td>0.7312</td>
</tr>
<tr>
<td>50.0</td>
<td>0.7312</td>
<td>0.7080</td>
</tr>
<tr>
<td>55.0</td>
<td></td>
<td>0.7080</td>
</tr>
<tr>
<td>60.0</td>
<td>0.6642</td>
<td>0.6409</td>
</tr>
<tr>
<td>60.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65.0</td>
<td></td>
<td>0.6409</td>
</tr>
<tr>
<td>66.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>70.0</td>
<td>0.6026</td>
<td>0.5798</td>
</tr>
</tbody>
</table>

* TABLE V  \( (\Delta x = 0.1, \ r = \frac{\Delta t}{\Delta x^2}) \)
8. **THE WAVE EQUATION.**

We will consider briefly the application of von Neumann's and Eddy's methods to the wave equation

\[ \frac{\partial^2 u}{\partial t^2} = a^2 \frac{\partial^2 u}{\partial x^2} \]

as an example of the hyperbolic case.

We will consider only the difference scheme

\[ u(x,t+\Delta t) - 2u(x,t) + u(x,t-\Delta t) = \frac{a^2}{\Delta t^2} \left( u(x+\Delta x,t) - 2u(x,t) + u(x-\Delta x,t) \right) \]

The results will be expressed in terms of the mesh ratio

\[ r = \frac{a\Delta t}{\Delta x} \]

To apply von Neumann's method, we substitute \( e^{\frac{\alpha t}{\Delta t}} e^{i\beta x} \) for \( u(x,t) \) and obtain, upon cancelling common factors and writing \( \xi = e^{\frac{\alpha \Delta t}{\Delta x}} \)

\[ \xi + \frac{1}{\xi} = 2 + 2r^2 (\cos \frac{\beta \Delta x}{2} - 1) \]

\[ = 2 - 4r^2 \sin^2 \left( \frac{\beta \Delta x}{2} \right) \]

or setting

\[ A = 1 - 2r^2 \sin^2 \left( \frac{\beta \Delta x}{2} \right) \]

we have

\[ \xi^2 - 2A \xi + 1 = 0. \]

The roots of this quadratic are

\[ \xi_1 = A + \sqrt{A^2 - 1} \quad \text{and} \quad \xi_2 = A - \sqrt{A^2 - 1}. \]

From the equation

\[ \xi + \frac{1}{\xi} = 2A \]
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we see that \( \xi_1 = 1/\xi_2 \). If \( A > 1 \), \( |\xi_1| > 1 \); if \( A < -1 \), then \( |\xi_2| > 1 \); if \( |A| \leq 1 \), then \( |\xi_1| = |\xi_2| = 1 \). Thus we can not choose \( r \) so that \( |\xi| \leq 1 \), i.e., we can never insure that the error tends to zero, but only that if it is initially small, it will remain small (See Section 4); this is known as semi-stability. The condition for semistability is then

\[-1 \leq -2 r^2 \sin^2 \left( -\delta \frac{\Delta x}{2} \right) \leq 1 \]

The right side is trivial; the left is satisfied if and only if

\( r \leq 1 \).

Now we turn to Eddy's criteria. The difference scheme becomes

\[ \frac{E - 2 + E^{-1}}{\Delta t^2} u = a^2 \frac{E_x - 2 + E_x^{-1}}{\Delta x^2} u \]

Replacing \( u \) by \( \varphi(s) \), \( E_x \) by \( e^{-i\theta} \) we have

\[ \varphi(s+1) - 2 \varphi(s) + \varphi(s-1) = 2 r^2 (\cos \theta - 1) \varphi(s) \]

or replacing \( s \) by \( s-1 \) and \( (\cos \theta - 1) \) by \( -2 \sin^2 \frac{\theta}{2} \),

\[ \varphi(s) - 2(1-2r^2 \sin^2 \theta) \varphi(s-1) + \varphi(s-2) = 0. \]

The characteristic equation is then

\[ \lambda^2 - 2 A \lambda + 1 = 0 \]

where

\[ A = 1 - 2 r^2 \sin^2 \theta. \]

This then leads to the same results as in von Neumann's method, i.e., the roots \( \rho_1, \rho_2 \) of the equation satisfy

\[ |\rho_1| = |\rho_2| = 1 \quad \text{if } r \leq 1 \]
\[ |\rho_1| > 1 \quad \text{or } |\rho_2| > 1 \quad \text{if } r > 1. \]

Thus we can never ensure that the error will die out, but only that the error will not grow.
9. ESTIMATES FOR THE ERROR: ORDINARY DIFFERENTIAL EQUATIONS.

Methods developed by H. Rademacher permit the evaluation of both the truncation and round-off errors in the step-by-step numerical integration of systems of first order differential equations; these methods depend on the evaluation of two constants by an initial rough numerical integration, and therefore are of quantitative importance only in the more complicated cases which occur. The qualitative information supplied by these methods is of general utility. These methods have been extended to partial differential equations by L. H. Thomas.

In what follows we will consider a single ordinary equation,

$$y' = \frac{dy}{dx} = f(x,y)$$

with the initial condition

$$y(x_0) = y_0.$$ 

All our considerations will apply to systems of equations; a direct translation can be made if $y$ and $f$ are replaced by vectors, $\frac{\partial f}{\partial y}$ by the Jacobian matrix, and products by matricial products (the $Y_j$, $\lambda$, $R$, $\Phi$ and $u$ which occur later must also be vectors).

We assume that we have a procedure of numerical integration, i.e., a function $\bar{y}(x,h)$ of $x,y(x),y'(x),h,$ etc., such that

$$y(x+h) - \bar{y}(x,h) = h^{\beta+1} \Phi(x) + h^{\beta+2} \Psi(x,h)$$

\[\sim h^{\beta+1} \Phi(x)\]

where $\Phi \neq 0$ is an expression in $x,y(x)$ and its derivatives, and $f(x,y)$ and its derivatives which determines the coefficient of the approximate
error; \( \Psi(x,h) \) is some bounded coefficient, so that \( h^{\beta+2} \psi \) can be ignored in comparison with \( h^{\beta+1} \phi \) when \( h \) is small enough.

We will use this process of integration to compute \( y(x_j) \) at \( x_j = x_0 + jh \), and we will endeavor to evaluate the approximate error involved in this numerical computation. Initially, we will assume that all numerical computation is carried to an infinite number of decimal places; the error resulting from rounding-off will be considered later.

We assume that the result of the numerical integration is a set of values \( y_j \) - an approximation to \( y(x_j) \). The "truncation error" is denoted by

\[ u_j = y(x_j) - y_j. \]

We introduce functions \( Y_j(x) \) such that

\[ Y_j(x_{j-1}) = y_{j-1}, \quad \frac{dY_j}{dx} = f(x,Y_j). \]

Then the extent by which \( Y_j(x_j) \) and \( y_j \) differ is a measure of the growth of the truncation error in the interval from \( x_{j-1} \) to \( x_j = x_{j-1} + h \).

We set

\[ R_j = Y_j(x_j) - y_j. \]

Then, approximately, \( R_j \sim h^{\beta+1} \phi(x_j) \).

Now let us consider the rate of change of \( (Y_j-y) \), i.e.,

\[ \frac{d}{dx} (Y_j-y) = f(x,Y_j) - f(x,y) \]

\[ \sim f_y(x,y) (Y_j-y) \]

neglecting higher powers of \( (Y-y) \). We form the "adjoint equation"
\[
\frac{d}{dx} \lambda = - f_y(x, y(x)) \lambda ;
\]
we will not yet specify initial values for \( \lambda \).

Now \( \frac{\lambda}{dx} (Y_j - y) = \lambda f_y(x, y) (Y_j - y) \)
\[
= \left( - \frac{d}{dx} \lambda \right) (Y_j - y)
\]
or
\[
\frac{d}{dx} \{\lambda (Y_j - y)\} = 0.
\]

If we integrate from \( x_{j-1} \) to \( x_j \) we obtain
\[
\lambda (Y_j - y) \bigg|_{x_j}^{x_{j-1}} = 0
\]
\[
= \lambda (x_j) (Y_j(x_j) - y(x_j)) - \lambda (x_{j-1}) (Y_j(x_{j-1}) - y(x_{j-1})).
\]

Then \( Y_j(x_j) = y_j + R_j \), and \( y(x_j) - y_j = u_j \).

Setting \( \lambda(x_j) = \lambda_j \) we have
\[
\lambda_j R_j = \lambda_j u_j - \lambda_{j-1} u_{j-1}.
\]

Since \( y(x_0) = y_0 \), \( u_0 = 0 \). Summing we have then
\[
\sum_{j=1}^n \lambda_j R_j = \lambda_n u_n.
\]

If we replace \( R_j \) by \( h^{\beta+1} \Phi(x_j) \) we have
\[
\lambda_n u_n \sim h^\beta e (\lambda_j \Phi(x_j) h
\]
\[
\sim h \int_{x_0}^{x_n} \lambda(x) \Phi(x) \, dx
\]
or replacing \( x_n \) by \( x \), \( u_n \) by \( u(X) \) and \( \lambda_n \) by \( \lambda(X) \)
\[ \lambda(x) u(x) \sim h^\beta \int_{x_0}^{X} \lambda(x) \Phi(x) \, dx. \]

If we choose \( \lambda \) to satisfy the initial condition \( \lambda(x) = 1 \), we have an expression for the truncation error.

Now let us assume that in our computation we round-off in the \((k+\delta)-st\) place, i.e., that we carry \( k \) places. We denote the rounded-off quantities by a dash over the symbols for exact quantities; thus, the \( \bar{y}_j \) are the results of the numerical integration under rounding-off. We make two further simplifying assumptions: That we compute \( f(x_j, \bar{y}_j) \) so accurately that all doubtful figures in \( hf(x_j, \bar{y}_j) \) are shifted beyond the round-off point, i.e.,

\[ hf(x_j, \bar{y}_j) = hf(x_j, \bar{y}_j) \]

and also we assume that \( x_j = x_j \).

Because of the magnitude of the round-off error (this is a "forward prediction") we will assume that \( h \) is so small that

\[ \bar{y}_j = y_{j-1} + h f(x_{j-1}, y_{j-1}) + \epsilon_j 10^{-k} \]

WHERE \( 0 \leq \epsilon_j \leq 1 \) (this is the crudest representation of \( \bar{y}_j \) in terms of \( y_{j-1}, h \) that we can use).

The round-off error is given by

\[ \bar{u}_j = y_j - \bar{y}_j. \]

Then

\[ \bar{u}_j = \bar{u}_{j-1} + h f(x_{j-1}, y_{j-1}) - f(x_{j-1}, \bar{y}_{j-1}) - \epsilon_j 10^{-k} \]

or

\[ \bar{u}_j - \bar{u}_{j-1} = h \frac{\partial f}{\partial y} \bar{u}_{j-1} - \epsilon_j 10^{-k} \]
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upon ignoring higher powers of $\tilde{u}_{j-1}$. We introduce the solution of the difference equation

$$\lambda_j - \lambda_{j-1} = -h \frac{\partial f}{\partial y} \lambda_j.$$  

Then approximately

$$\lambda_j \sim \lambda(x_j).$$

Now we obtain

$$\lambda_j(\tilde{u}_j - \tilde{u}_{j-1}) = h \lambda_j \frac{\partial f}{\partial y} \tilde{u}_{j-1} - \epsilon_j 10^{-k} \lambda_j$$

$$= -(\lambda_j - \lambda_{j-1}) \tilde{u}_{j-1} - \epsilon_j 10^{-k} \lambda_j$$

or

$$(\lambda_j \tilde{u}_j - \lambda_{j-1} \tilde{u}_{j-1}) = -\epsilon_j \lambda_j 10^{-k}.$$  

Thus setting $x_n = X$ and summing from $j = 1$ to $n$, and using the fact that $\tilde{u}_{j-1} = 0$, we have

$$\lambda(X)\tilde{u}(X) = -(\Sigma \epsilon_j \lambda_j) 10^{-k}$$

or

$$|\lambda(X)u(X)| \leq (\Sigma |\lambda_j|) 10^{-k} \cdot \frac{10^{-k}}{h} \int_{x_0}^{X} |\lambda| \, dx.$$  

Thus the round-off error is, in general, of the order of the number of steps $\frac{1}{h}$ of integration. This estimate can be much improved if we can assume that the rounded-off numbers were distributed at random, i.e., that $\epsilon_j$ is a random number. For then the dispersion of $\lambda(x)\tilde{u}(x)$ will be given by

$$\sigma^2(\lambda(x)\tilde{u}(x)) = (\Sigma \lambda_j^2 \int_0^1 \epsilon^2 \, d\epsilon) 10^{-2k}$$

$$\sim \frac{10^{-2k}}{3h} \int_{x_o}^{X} \lambda^2 \, dx.$$  
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The probable round-off error is then $0.674$ times this.

Numerical examples indicate that the estimate of the truncation error will be accurate to about $1/2\%$; and if enough places are carried so that the truncation error lies in the last four places, the estimate for the dispersion of the round-off error will be greater than the round-off error and generally within $20\%$ of the round-off error. If the number of places carried is such that the round-off and truncation errors are approximately equal (as suggested by Rademacher) the error estimates may be off by a factor of $200$. Therefore we should have $h$ and $k$ so chosen that, setting

$$D = \frac{0.674}{\sqrt{3}} \sqrt{\int_{x_0}^{X} \lambda^2 \, dx}$$

for

$$E = \left| \int_{x_0}^{X} \phi \lambda \, dx \right|$$

we should have

$$h^{\frac{1}{2}} \sim 10^{-k+n} \frac{D}{E}.$$

Among many assumptions, some somewhat justified, the assumption that $e_j$ is randomly distributed stands out as unjustified; indeed Huskey and Hartree have shown that in a simple case it is quite strongly unsatisfied. A criterion suggested by Rademacher is shown in the paper of Huskey and Hartree to be inadequate; the following is the criterion developed by Hartree (for references see the end of this section).
If \( \varepsilon_j \) is not randomly distributed we have systematic errors, i.e., the first integer digits dropped are the same, i.e.,

the last integer digit of \( \Delta(10^{k+1}y) = 0 \)

or

the last integer digit of \( 10^{h+1}y', h = 0 \)

or

\[
10^{h-0.5} \leq 10^{h+1} y' h \leq 10^{n} + 0.5
\]

where \( n \) is an integer. This will occur over a range of values of \( \Delta y' \), and we have

\[
\Delta y' = \frac{1}{10^{k+1}h}
\]

The number \( N \) of intervals necessary to cover this range satisfies

\[
N h y'' \sim \Delta y'
\]

or

\[
N = \frac{1}{10^{k+1} h^2 |y''|}.
\]

The number of errors will be serious in practice only if \( N \) is greater than 3 or 4; thus let us require \( N < 4 \), or

\[
4 \cdot 10^{k+1} h^2 |y''| > 1
\]

This gives us the condition

\[
h > \frac{1}{2 \cdot 10^{k+1} |y''|}
\]

We will now state explicitly the results obtained for the case of a system of equations. Let

\[
\frac{dy_i}{dx} = y_i' = f_i(x, y_1, \ldots, y_n) \quad (i=1, 2, \ldots, n)
\]
and 

\[ y_i(x_0) = y_{i0} \quad (i=1, 2, \ldots, n). \]

Let us have a process of integration expressed as \( y_i(x, h) \) such that

\[ y_i(x+h) - y_i(x, h) = h^\beta \Phi_i(x) + h^\beta+2 \Psi_i(x, h) \]

\[ \sim h^\beta \Phi_i(x) \quad (i=1, \ldots, n) \]

where \( \beta \) is now assumed to be independent of \( i \). Introduce the solutions of the "adjoint equations".

\[ \frac{d \lambda_j}{dx} = - \sum_{i=1}^{\beta} \frac{\partial f_i}{\partial y_j}(x, y_1(x), \ldots, y_n(x)) \cdot \lambda_i. \]

If the exact numerical solution is \( y_{2j} \) at \( x_j = x + jh \), and \( u_{i,j} = y_i(x_j) - y_{i,j} \), then setting \( u_1(x_j) = u_{1j} \) we find that the truncation error is given by

\[ \lambda_1(x)u_1(x) + \ldots + \lambda_n(x)u_n(x) \sim h^\beta \int_{x_0}^{x} (\lambda_1 \Phi_1 + \ldots + \lambda_n \Phi_n) \, dx \]

If we round off after \( k \) places then the round-off error \( \bar{u}_1 \), given by the difference between the exact and approximate numerical solution, is bounded as

\[ |\lambda_1(x)\bar{u}_1(x) + \ldots + \lambda_n(x)\bar{u}_n(x)| \leq \frac{10^{-k}}{h} \int_{x_0}^{x} (|\lambda_1| + |\lambda_2| + \ldots + |\lambda_n|) \, dx \]

If, however, the rounded-off term is distributed at random, then the standard deviation is

\[ \sigma(\lambda_1 \bar{u}_1 + \ldots + \lambda_n \bar{u}_n) \sim \frac{10^{-k}}{\sqrt{3} h^{3/2}} \sqrt{\int_{x_0}^{x} (\lambda_1^2 + \ldots + \lambda_n^2) \, dx} \]
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The probable error is then $0.674$ times this $\sigma$. The condition that the rounded-off terms be random is

$$h \geq \max_j \left( \frac{1}{\sqrt[4]{4 \cdot 10^{k+1} y_j^3}} \right)$$

The optimum choice of $h$ is then such that

$$h \left| \int_{x_0}^X (\epsilon \lambda_1 \Phi_1) dx \right| \sim \frac{10^{-k+n}}{n^{3/2}} \sqrt[3]{\frac{0.674}{E}} \sqrt[3]{X} (\epsilon \lambda_2^2) dx$$

where $1 \leq n \leq 3$.

Set

$$D = \frac{0.674}{\sqrt[3]{E}} \sqrt[3]{X} (\epsilon \lambda_2^2) dx$$

Then we should have

$$h^{\beta + \frac{1}{2}} \sim 10^{-k+n} \frac{D}{E}$$

The lower inequality on $h$ then gives

$$\left( \frac{10^{-k+n}}{D \sqrt[3]{E}} \right)^{\beta + \frac{1}{2}} \leq \max \left( \frac{1}{\sqrt[4]{4 \cdot 10^{k+1} y_j^3}} \right)$$

or

$$\left( \frac{10^{-k+n}}{D \sqrt[3]{E}} \right)^{\frac{2}{\beta + 1}} \cdot 4 \cdot 10^{k+1} \leq \max \frac{1}{y_j^3}$$

which gives the condition

$$\frac{4k}{10} + k + \frac{2n}{2\beta + 1} \frac{4n}{D \sqrt[3]{E^{4/2}}} \beta + 1 \leq \max \frac{1}{y_j^3}$$

Among the conclusions we can draw from this formula is that a
method for which \( \beta < 2 \) cannot be the most efficient, i.e., if we choose 
k large, \( h \) must not satisfy the condition which makes it an optimum — 
since \( 10^{-2^{\beta+1}} + k \) grows small as \( k \) grows large.

The references for this section are as follows:

D. Brouwer
Astronomical Journal, vol. 46 (1937) pp. 146-

H. Rademacher
"On the Accumulation of Errors in Processes of Integration on High-Speed Calculating Machines".

Huskey & Hartree
"On the Precision of a Certain Procedure of Numerical Integration".

(In particular, this last reference gives a numerical example, using 
an incorrect condition of Rademacher for the round-off errors to be 
randomly distributed. The agreement between predicted and actual values 
of the errors is still good).
10. **ESTIMATES FOR THE ERROR: PARTIAL DIFFERENTIAL EQUATIONS.**

We consider in this section L. H. Thomas extension of the methods of the preceding section to partial differential equations; the reference is to [T 2].

Any partial differential equation or system of such equations can be put in the form of a system of parabolic equations:

\[
\frac{\partial u_l}{\partial t} = f_i(t, x_1, \ldots, x_n; u_1, \ldots, u_m; \frac{\partial u_1}{\partial x_1}, \ldots, \frac{\partial^2 u_1}{\partial x_1^2}, \frac{\partial u_1}{\partial x_1}, \ldots)
\]

\(i = 1, \ldots, m)\).

For example, the equation

\[
\frac{\partial^2 u}{\partial t^2} + \frac{\partial^2 u}{\partial x^2} = 0
\]

can be reduced to this form by setting \(u_2 = \frac{\partial u}{\partial t}\); the system is then

\[
\frac{\partial u}{\partial t} = u_2
\]

\[
\frac{\partial u_2}{\partial t} = -\frac{\partial^2 u}{\partial x^2}.
\]

We will consider the round-off and truncation error in a single (parabolic) equation of the form

\[
\frac{\partial u}{\partial t} = f(t, x; u, \frac{\partial u}{\partial x}, \frac{\partial^2 u}{\partial x^2})
\]

or using the abbreviations

\[p = \frac{\partial u}{\partial x}, q = \frac{\partial^2 u}{\partial x^2}\]

\[
\frac{\partial u}{\partial t} = f(t, x; u, p, q)
\]
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We will use $p$ and $q$ to give us a convenient notation for the partial derivatives of $f(t,x;u,p,q)$, i.e., as in $f_q$, $f_p$. The methods used on this equation can be extended to other equations and systems of equations.

In the given differential equation we replace the differentiation operators $\frac{\partial}{\partial t}, \frac{\partial}{\partial x}, \frac{\partial^2}{\partial x^2}$ by difference operators $L_p, L_q$ such that

\begin{align*}
L v &= \frac{\partial v}{\partial t} + \Phi(\Delta t, \Delta x; u; \frac{\partial u}{\partial t}; \ldots) \\
   &= \frac{\partial v}{\partial t} + \Phi_p \\
L_p v &= \frac{\partial v}{\partial x} + \Phi(\Delta t, \Delta x; u; \frac{\partial u}{\partial t}; \ldots) \\
   &= \frac{\partial v}{\partial x} + \Phi_p \\
L_q v &= \frac{\partial^2 v}{\partial x^2} + \Phi_q
\end{align*}

where $\Phi, \Phi_p, \Phi_q$ are terms of higher order in the mesh steps $\Delta t, \Delta x$. Then we have a difference equation

$$L v = f(t,x;u,L_p v,L_q v)$$

The truncation error

$$e = u - v$$

then satisfies a linear partial differential equation which is found by subtracting the equations for $u$ and $v$ from one another

\begin{align*}
\frac{\partial u}{\partial t} - Lu &= \frac{\partial (u-v)}{\partial t} - \Phi = \frac{\partial e}{\partial t} - \Phi \\
   &= f(x,t;u,\frac{\partial v}{\partial x}, \frac{\partial^2 u}{\partial x^2}) - f(x,t;v,L_p v,L_q v)
\end{align*}
\[ - \mathbf{f}(v-u) - \mathbf{p} \left( \mathbf{L}_p v - \frac{\partial u}{\partial x} \right) - \mathbf{q} \left( \mathbf{L}_q v - \frac{\partial^2 u}{\partial x^2} \right) \]

\[ = - \mathbf{f}_u e - \mathbf{f}_p \left( \frac{\partial (u-v)}{\partial x} - \Phi_p \right) - \mathbf{f}_q \left( \frac{\partial^2 (u-v)}{\partial x^2} - \Phi_q \right) \]

or

\[ \frac{\partial e}{\partial t} + \mathbf{f}_u e + \mathbf{f}_p \frac{\partial e}{\partial x} + \mathbf{f}_q \frac{\partial^2 e}{\partial x^2} = \Phi_p + \Phi_q \quad \Phi_q. \]

(The \( \mathbf{f}, \Phi \)'s are here functions of \( v \)).

A numerical integration of this equation then gives an approximate value for the truncation error.

We will now consider the rounding-off error. As in the preceding section, it is necessary that the mesh intervals be small in order that the rounding-off errors of each step shall be random. Let us round off after \( k \) places, so that the rounding-off error is \( \epsilon(x,t)10^{-k} \), where

\[ 0 \leq \epsilon(x,t) \leq 1. \]

We will denote by \( E(x,t) \) the accumulated rounding-off error.

By an analysis directly analogous to that of the preceding section we could integrate the error \( \epsilon(x,t) \) of a single step in \( t \) to obtain the error \( E(x,t) \). In the stable case, we already know that the greater part of the error is truncation error (See the end of Section 7); the analysis of the round-off error will therefore be carried no further here.

As an example, consider the equation
\[
\frac{\partial u}{\partial t} = a \frac{\partial^2 u}{\partial x^2}
\]

The equation, for the truncation error then becomes

\[
\frac{\partial e}{\partial t} = a \frac{\partial^2 e}{\partial x^2} + \frac{1}{2} \Delta t \frac{\partial^2 v}{\partial t^2} \left(1 - \frac{1}{6} \frac{\Delta x^2}{a \Delta t}\right)
\]

\[+ \frac{1}{15} \Delta t^2 \frac{\partial^3 v}{\partial t^3}\]

(where \(v\) is the approximate solution).

If \(r = \frac{a \Delta t}{\Delta x^2} \neq \frac{1}{6}\), the equation is

\[
\frac{\partial e}{\partial t} = a \frac{\partial^2 e}{\partial x^2} + \frac{1}{2} \Delta t \frac{\partial^2 v}{\partial t^2} \left(1 - \frac{1}{6} r\right)
\]

whose approximate solution is

\[
e \sim \frac{1}{2} t \Delta t \frac{\partial^2 v}{\partial t^2} \left(1 - \frac{1}{6} r\right)
\]

while if \(r = \frac{1}{6}\), the error becomes of the next higher order in \(\Delta t\), i.e.,

\[
e \sim \frac{1}{15} t \Delta t^2 \frac{\partial^3 v}{\partial t^3}
\]