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ABSTRACT

Projectile impacts were used to generate planar shocks in disk-shaped 1.6- and 1.7-g/cm³ pentaerythritol tetranitrate (PETN) pressings, and pressure histories were observed at both sample faces with quartz gauges. Input shock strengths ranged from 10 to 17 kbar, corresponding to 3.6 to 6.2 mm and 1.5 to 2.5 usec for the shock to build up to detonation. There was no significant buildup of the shock front for the first 80% of its distance to detonation in 1.7-g/cm³ samples, or for half of the run in 1.6-g/cm³ pressings. In the higher density PETN, a pressure increase--ascribed to decomposition--occurs first near the impact face, producing a "following wave" which overtakes the shock front, corroborating observations made with the explosive wedge technique. Combined data from three shots on nominal 1.7-g/cm³ PETN were treated with a direct analysis of the flow equations and simulated with a one-dimensional numerical hydrodynamic calculation. Both treatments gave wave structures and decomposition fields resembling those occurring in the shock initiation of homogeneous explosives, with complete reaction occurring near the impact face before the onset of detonation at the shock front.

1. INTRODUCTION

A realistic picture of the pressure waves produced in the buildup to detonation in solid explosives is of importance in treating practical shock initiation problems. The view that short run (< 10 mm) initiation of secondary heterogeneous explosives is controlled by decomposition very near the shock front has been supported by several studies using plane shock waves and streak-camera observations of wedge-shaped samples. However, a growing body of evidence indicates that reaction occurring well behind the shock front has some role in the shock initiation of heterogeneous explosives. Some explosive wedge experiments have displayed wave-front velocities substantially exceeding detonation velocity at the onset of high-order detonation. This "overshoot" phenomenon is characteristic of the shock initiation of homogeneous explosives, where reaction behind the front dominates the buildup. Particle-velocity measurements show that substantial decomposition occurs in the interior of shocked TNT pressings, and a similar behavior has been deduced for pressed pentaerythritol tetranitrate (PETN) from observations with instrumented gap tests.

Two experiments have demonstrated that delayed decomposition is produced well behind the shock front in plastic-bonded HMX, and one investigator has recently concluded that this process effects its buildup to detonation.

The 1.6- and 1.7-g/cm³ pressed PETN used in this investigation has previously been the subject of a shock initiation study with the explosive wedge technique. Overshoot was observed in most shots on the higher density pressings, and an additional feature of the streak-camera records was interpreted as manifesting a buildup dominated by a "second wave"--a reaction-induced disturbance formed behind the leading shock front--which overtakes the front and causes detonation. Neither phenomenon occurred with the 1.6-g/cm³ PETN, and it was concluded that the buildup of this lower density explosive was more controlled by decomposition at the front.
This report presents results from a different experimental method for investigating the shock initiation of pressed PETN. The method uses projectile impacts to generate plane waves in disk-shaped PETN samples. Quartz gauges were used to monitor the pressures produced at the front, or impact, face and at the back surface of the pressings. This "front-back" technique has been used extensively to study shock phenomena in Inerts, in an initiation study similar to ours, and in an earlier study of the shock properties of an explosive, but with stress levels below those producing prompt reaction. The useful pressure limit of quartz gauges led us to restrict our study to the initial portion of the buildup process. In all cases, input shock strengths were chosen so that expected distance of run required to produce high-order detonation would exceed the sample thickness.

The experimental program was conducted as much to acquire and demonstrate the front-back technique on explosives as to obtain new information on the shock initiation of PETN. The program served the first purpose quite well, but had limitations that prevented a complete shock initiation study. Variations in sample densities, a narrow range of input shock strengths, and the small number of shots in the program kept the data from being definitive. Despite the limited scope of the experiments, pressure buildup from decomposition was observed, and the conditions and nature of its onset were defined to some extent. These observations are consistent with the conclusion that, in high-density PETN, reaction-induced pressure waves are generated well behind the shock front, and effect the relatively prompt onset of detonation when they overtake the shock front.

In Sec. II the experiments, their analyses, and some error sources are discussed, and methods are presented for calculating the shock parameters from gauge measurements. In Sec. III, principal results of the experiments are given and are compared with those obtained from the wedge technique. Estimates of the wave structures and reaction fields generated in a typical experiment are developed in Sec. IV, using two different methods of analysis. In Sec. V, these estimates are discussed and a specific feature of the observations is examined.

II. EXPERIMENTS AND ANALYSES

A. Experimental Arrangement

The impact experiments were performed on a modest gas gun having a 1.3-m-long barrel and a 51-mm-diam bore. The 9-liter breech volume was charged with helium at pressures up to 130 atm and the barrel and target chamber were evacuated to less than 0.01 torr. Projectiles were fired by the parting of break pins when sufficient breech pressure was attained. With the 136-g projectiles used, impact velocities up to 0.43 mm/msec were obtained. The experimental arrangement used is displayed in Fig. 1.

Signals from a circular array of six electrical pin contactors were recorded on a raster oscilloscope to provide an impact velocity determination. Both the impacting projectile gauge and the target gauge were of the guard-ring type, with 9.4-mm-diam electrodes. The projectile- and target-gauge elements were, respectively, 7.3 and 4.6 mm thick, yielding 1.23- and 0.84-msec recording times. Each gauge was connected through 50-ohm impedance coaxial cable to two oscilloscope channels, and 50-ohm terminating resistors were used at one or both ends of the cables. The oscilloscopes were triggered by a signal from a pin contactor and, in most shots, another pin was used to record a common fiducial signal on all four scope channels, establishing the relative times of the impact-face and back-face measurements.

Fig. 1. Cutaway view of arrangement for front-back impact experiments.
B. Explosive Samples

The 33-mm-diam samples were pressed from PETN prepared with the same processing as the explosive used in our wedge-shot study and in an earlier investigation of 1.0-g/cm³ PETN. Commercial-grade PETN was dissolved in acetone and precipitated with water, yielding very pure, elongated prismatic crystals with lengths ranging from 0.13 to 0.16 mm; air permeameter measurements gave a specific surface of about 3000 cm²/g for the material. Sample disks were prepared in nominal 1.2-, 1.9-, and 4-mm thicknesses with nominal 1.6- and 1.7-g/cm³ densities. The control of the pressing density was not particularly good, and a variation of 0.03 g/cm³ occurred among higher density samples, with the thicker pressings having the lower density. Samples with faces machined flat and parallel were used in the majority of shots reported here; the thickness of the remaining pressings varied as much as 0.05 mm across a diameter.

C. Projectile Velocity and Gauge Pressure Analyses

Projectile velocities were determined by least-squares fitting of a linear distance-time relation to the velocity-pin data. A measure of their accuracies was provided by the standard deviations obtained in the least-squares calculation, and was usually less than 1% of the calculated velocities. The deviations of the individual pin signal times from the corresponding calculated times gave an estimate of the overall tilt of the projectile relative to the reference surface of the target assembly.

Figure 2 shows a typical set of oscilloscope records for the experiment. These records were read on a digitized comparator and a code for a CDC 6600 computer was used for reducing the quartz-gauge data. Voltages and times were determined by a calibration technique that involved recording a voltage-time grid for each oscilloscope beam and least-squares fitting of the voltage and times to a polynomial in both film coordinates. Pressures at the gauge-sample interfaces were computed using relations established at Sandia Laboratories for both the Hugoniot of x-cut quartz and the coefficient

\[ u_q = \text{constant} = 5.721 \text{ mm/microsec} \text{ for stresses below 21.5 kbar, and at higher pressures } u_q = 5.57 + 1.08 u_q \text{ mm/microsec which, except for a lower changeover stress, is the same as reported in Ref. 16.} \]
relating stress to gauge current.* A first-order correction for finite strain of the gauge elements was included in the analysis. For our data, this correction typically reduced pressures about 3% near the end of the gauge recording time. Typical results from the data reduction are displayed in Figs. 3 and 4.

![Graph](image1.png)

**Fig. 3.** Typical pressure profiles from front-back experiment on a thick PETN sample. Various parameters determined from the reduced gauge records are indicated. The profiles are for Shot 7-9, which had a 3.95-mm, 1.69-g/cm³ sample.
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**Fig. 4.** Typical pressure profiles from a front-back experiment on a thin sample. The reduction displayed is for the oscilloscope traces shown in Fig. 2. Some smoothing of the data is evident, and was accomplished primarily in the film reading. The Shot 7-7 shown was with a 1.22-mm, 1.70-g/cm³ PETN pressing.

D. Measurement Inaccuracies and Anomalies

Projectile tilts determined from velocity-pin data were generally about $10^{-3}$ rad. The risetimes on the quartz-gauge traces generally were about 0.1 μsec, which (with the gauge dimensions and projectile velocities used) corresponded to tilts of around $4 \times 10^{-3}$ rad. The pin data analysis gave the tilt of the target-plate face relative to the projectile rim, and it was possible for the gauge elements to be tilted relative to these reference surfaces (see Fig. 1). The aplanarity of some of the samples could also contribute to risetimes. Pre-shot measurements seldom revealed misalignments of the assemblies that could give the tilts indicated by the gauge records, but such misalignments—perhaps aggravated during the projectile travel down the barrel—are still considered a more likely cause of the slow risetimes than is a hypothetical anomalous compression property of pressed PETN.

Poor geometrical design, allowing trailing or side rarefactions to encroach into critical sample areas during the pressure measurement period, and a variety of effects that can occur in the use of

---

*The coefficient $k$ relates the stress at the gauge interface, $\sigma$, to the current, represented by $V/R$, by:

$$k \sigma = \frac{V}{R} \cdot \frac{\phi}{A \mu_q}$$

where $A$ and $\mu$ are, respectively, the signal electrode area and the thickness of the gauge. The dependence of $k$ on stress:

$$k = (2.01 \times 10^{-8}) + (1.1 + 10^{-10}) \sigma \text{ (C-cm}^2\text{-kbar}^{-1})$$

is reported in Ref. 17.
quartz gauges are frequent sources of spurious results in front-back experiments. Care in choosing the dimensions of our gauges and samples eliminated misinterpretations from the first cause. However, some error sources remain in the quartz-gauge determinations: effects of electric field distortion, effects of stress levels exceeding those for an elastic dynamic response in the quartz, and the effect of electric conduction in the crystal.

Even at very low stress levels, precise pressure determinations with quartz gauges require that the electric field lines encompassed by the measuring electrode be exactly parallel to the axis of the disk-shaped element. When the gauge is surrounded by a grounded, conducting cylinder, as in our configurations, some degree of deviation from the parallel condition will occur, and the response of the gauge will have some degree of error. The resulting signal distortion yields apparent pressures that are below the actual values initially, and that are higher by a similar amount near the end of the gauge recording time. As has been described by Reed, gauges with electrode diameters a sizable fraction of that of the grounded shields can yield pressures that are incorrect by as much as a factor of two. For our gauge configurations, this problem is far less serious. Electrostatic analysis and quartz-quartz impact experiments at appropriate shock strengths (17 kbar for the projectile gauge and 25 kbar for the target) have demonstrated that an error of less than 3% is introduced by electric field distortion with our gauge configurations. No correction is made for this effect in our analyses.

A well-defined piezoelectric response of quartz gauges requires that the element be compressed "elastically," with the proper anisotropic stress configuration. This condition can be sustained only at limited shock strengths. Shock compression studies have shown that shock waves up to 80 kbar will induce this elastic stress configuration in x-cut quartz initially, but at these pressures a subsequent stress relaxation to a more isotropic, lower pressure state occurs on a tenth-microsecond time scale. This relaxation in the gauge element does not seriously affect the initial rise in its signal if the stress loading is sufficiently abrupt; however, the later portion of the waveforms may be distorted to indicate lower-than-actual pressures.

Graham and Ingram detected this effect at stresses above 25 kbar and substantial distortions were produced at pressures above 40 kbar. In our experiments, stress relaxation probably does not introduce any inaccuracy in the initial shock pressures determined with the gauges, but may well have produced apparent pressures a few percent below the actual values in later portions of most of the target-gauge observations, and of such projectile-gauge measurements as are shown in Fig. 4.

Possible dielectric breakdown and conduction within quartz gauges provide the most serious problems, as these phenomena occur quite erratically and may lead to gross misinterpretations when they do. One instance of an effect of finite conductivity in the gauge element is the so-called "short pulse anomaly," in which a signal from a pressure pulse of duration less than the gauge transit time is followed by a completely spurious signal indicating a pressure excursion. The final pressure excursion in the target-gauge record of Fig. 3 could be a result of such behavior. Graham and Ingram investigated this anomaly, and established that its onset correlates with a reverse electric field exceeding $2.8 \times 10^5$ V/cm in the portion of the gauge behind the pulse. Analysis reveals that this criterion was not met in our shots. However, it should be noted that Graham and Ingram's conditions for the anomaly are established only for very ideal input pressure pulses and for substantially lower stress levels than occur in our experiments.

In impact experiments not otherwise discussed here, we obtained target-gauge signals with a "hump" similar in shape and amplitude to that shown in Fig. 3, and it was known that the shock in the PETN had built up to detonation before reaching the gauge. Because of such observations, and recognizing the uncertainty in quartz-gauge response to complex stress inputs above 40 kbar, we are not certain whether such observations accurately depict the pressure history.

E. Measurements of Shock Parameters

Some shock parameters directly measured in the experiments are indicated in Figs. 3 and 4 and listed later in Table III. The peak of the first rise of the projectile-gauge profile, $P_1$, is the initial shock pressure in the explosive sample. Typically, the impact-face profiles display
slightly decreasing pressure for about 0.3 to 0.5 usec, and then show varying degrees of pressure increase. Some measure of this behavior was obtained by evaluating the pressures, \( P_{0.6} \) and \( P_{1.1} \), at 0.6 and 1.1 usec after impact.* The pressure at the first "knee" in the target-gauge profiles, \( P_2 \), is the reflected-shock pressure associated with the shock front incident on the gauge. The transit time, \( t_1 \), through the sample was obtained by comparing the start of the two gauge records (using a common fiducial signal), and, using the known sample thickness, \( d \), an average shock velocity, \( \bar{U}_1 \), through the pressing was calculated. With thinner samples, the shock reflected from the target gauge reached the projectile gauge while it was still recording; this arrival was manifested by a pressure step, shown at a time \( t_2 \) in Fig. 4. With the 1.2-mm explosive thickness, the wave interaction at the projectile gauge produced a second reflected shock which reached the target gauge about 0.5 usec after it began recording. The pressure jump associated with this reverberation was only about 3 kbar, and it reached the back face during a period when the signal was rapidly increasing for other reasons. This second reverberation was neither discernible on the gauge records nor considered in the analyses and interpretations.

The shock pressures, the projectile velocity, \( V \), the sample initial density, \( \rho_0 \), the known Hugoniot for x-cut quartz, and the shock conservation relations are sufficient to complete the determination of the initial- and reflected-shock parameters. As indicated in Fig. 5, the initial particle velocity, \( u_1 \), in the sample is established by the initial pressure on the Hugoniot for the quartz projectile face (and the condition that pressure and particle velocity are continuous across a contact surface). The initial shock velocity, \( U_1 \), and shocked density, \( \rho_1 \), follow from the conservation relations:

\[
P_1 = \rho_0 \frac{U_1}{\bar{U}_1} \quad u_1 = \frac{P_1}{\rho_0}
\]

Fig. 5. Typical impedance-match solution for calculated and observed shock states in front-back experiments. The PETN Hugoniots are those developed from wedge-shot data and the Mie-Grüneisen equation of state, as described in the text, and the intersections and slopes indicated with italicized notation are the calculated expected values of the shock parameters. The quantities \( P_1 \) and \( P_2 \) are the initial pressure determinations with, respectively, the projectile and target gauges; constructions similar to those shown would yield the "observed" first and reflected shock velocities. The solutions are for Shot 7-7, also the subject of Figs. 2 and 4. The significance of the parameters subscripted \( r \), \( b \), and \( i \) is discussed in Sec. IV.

*For the purpose of these evaluations and the transit time measurements, time of impact was defined as the first detectable rise of the projectile-gauge signal. With the finite risetimes caused by tilt, the midpoints of initial rising portions of the traces, representing the impact time at the centers of the gauges, could have been a better choice for this determination in principle, but in practice was usually more difficult to define.
comparisons of dual observations of the same signals contribute to a total estimate of about ±5% error in the pressure measurements. The projectile-velocity and sample-density determinations were relatively accurate, so the values obtained for \( u_1 \) and \( U_1 \) also have about ±5% error. The transit-time measurements have estimated errors of ±0.05 usec, which results in errors approaching 10% for determinations of \( \bar{U}_1 \) for thinner samples.

**F. Calculation of Shock and Initiation Parameters Predicted by Wedge Experiments**

To interpret our observations with front-back experiments, it is desirable to know at what stage in the buildup process the pressure measurements were obtained. The wedge-experiment data are available for this purpose but, as noted in Ref. 13, measurements of the input shock strengths in that program were somewhat inaccurate, producing both ill-determined Hugoniots for the explosives, and uncertainties in the correlations of the times and distances of buildup to detonation to the initial shock pressure. These uncertainties are heightened by the fact that front-back experiments were conducted at lower input shock strengths than most of the wedge shots, so that the estimates presented below generally represent some extrapolation of the earlier data.

For the sake of consistency, the input shock strengths for the computations of expected times and distances to detonation were developed from the wedge-shot data. More recent Hugoniots for 1.75-g/cm\(^3\) PETN led us to reformulate the Hugoniot for 1.72-g/cm\(^3\) PETN. A linear relation between the shock and particle velocity was used, with the shock velocity constrained to equal the bulk sound speed at zero particle velocity.\(^*\) Least-squares analysis of this \( U-u \) relation gave:

\[
U = 2.326 + 2.342 u \quad \text{ (mm/\text{usec})}
\]

which yields

\[
P = 40.00 u + 40.28 u^2 \quad \text{ (kbar)}.
\]

\(^*\)The bulk sound speed used, 2.326 mm/\text{usec}, was determined from longitudinal and shear sound speed measurements of, respectively, 2.933 and 1.547 mm/\text{usec}, recently obtained for 1.72 g/cm\(^3\) PETN by C. E. Norris of Group M-6. The unconstrained Hugoniot representation reported in Ref. 13 was \( U = 1.83 + 3.45 u \).

For PETN with initial densities other than 1.72 g/cm\(^3\), Hugoniots were calculated using the above representation as a reference curve and the Mie-Grüneisen equation of state, with the product of the Grüneisen ratio, \( \Gamma \), and density assumed constant:\(^23\)

\[
\frac{1}{\rho_1} = \Gamma = \left( \frac{\partial E}{\partial \rho} \right)_p = \frac{c^2}{\rho_0 \beta \sigma^2}
\]

\( (\text{cm}^3/\text{g}) \),

where \( \beta \) is the specific internal energy. A value of \( \rho_0 \) of 0.50 cm\(^3\)/g was determined from the indicated combination of the bulk sound speed, \( c \), specific heat, \( C_p \),\(^24\) and thermal expansion, \( \beta \).\(^25\)

PETN Hugoniots were constructed in the pressure-particle velocity plane and the expected values of \( P_1, u_1, \) and \( U_1 \) determined by impedance-match solution with the quartz Hugoniot centered at the projectile velocity (see Fig. 5). The equation-of-state assumptions described were also used to construct reflected-shock Hugoniots for PETN. These Hugoniots were then used to obtain expected initial pressures at the target gauge, \( P_2 \), assuming that no buildup of the incident wave had occurred. The additional assumption\(^26\) of constant specific heat at constant volume, equal to 1.003 J/g-\( ^\circ \text{K} \),\(^24\) was imposed to calculate the increase in sample "bulk temperature" (that is, considering the explosive as a homogeneous fluid). For these calculations the initial temperature was taken to be 300\(^\circ\text{K} \) in all instances.

As in Ref. 13, the linear log-log form of Ramsey and Popolato\(^27\) was employed for the buildup relations between \( P_1 \), the distance, \( D \), and the time, \( \tau \), to detonation. New computations of the buildup relations gave the results listed in Table 1. With the rationale that better fitting of the data would be obtained by minimizing the variance of the less accurately measured parameter, the least-squares analyses of the relations involving pressures were actually performed on the inverted forms of the equations shown in Table 1, with \( P_1 \) used as the dependent variable. This change from former practice, and the discovery of some errors in the previous determination of \( D \) (see Fig. 6) account for the difference in the coefficients listed here and in Ref. 13.
The coefficients listed were determined by nonlinear least-squares fitting of the data of Ref. 13, and have dimensions appropriate for $D$ in mm, $T$ in usec, and $P_i$ in kbar.

<table>
<thead>
<tr>
<th>Initial Density (g/cm³)</th>
<th>Formulation</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D = A P_i^B$</td>
<td>2.585</td>
<td>0.890</td>
</tr>
<tr>
<td>1.6</td>
<td>$D = A P_i^B$</td>
<td>567.1</td>
<td>1.985</td>
</tr>
<tr>
<td></td>
<td>$T = P_i B$</td>
<td>390.3</td>
<td>2.196</td>
</tr>
<tr>
<td></td>
<td>$D = A P_i^B$</td>
<td>3.209</td>
<td>0.850</td>
</tr>
<tr>
<td>1.72</td>
<td>$D = A P_i^B$</td>
<td>593.2</td>
<td>1.678</td>
</tr>
<tr>
<td></td>
<td>$T = P_i B$</td>
<td>487.2</td>
<td>1.989</td>
</tr>
</tbody>
</table>

To provide estimates of the times and distances to detonation for explosive samples of densities different from 1.6 and 1.72 g/cm³, an arbitrary linear relation to initial density was assumed for both coefficients, that is:

$$ A = A_0 + A_1 \rho_o $$

$$ B = B_0 + B_1 \rho_o $$

The information in Table I and simple algebraic solutions provided the values of the coefficients listed in Table II. A feeling for the initial-density "correction" can be found in Fig. 6, where the cross-hatched curve depicts the variation of the calculated times and distances to detonation with initial density for a constant, 15 kbar, input shock strength. As earlier work has demonstrated, the effect of sample density is quite substantial. For instance, in the higher density region of the case illustrated, a 2% reduction in $\rho_0$ shortens the distance to detonation as much as a 17% increase in input shock pressure. Such striking examples demonstrate the need for some correction for initial density or, preferably, more uniformity of samples.

All of the estimates of predicted shock and buildup parameters were based on new analytic representations of the wedge-shot data. Computations of the expected parameters were also made using the

<table>
<thead>
<tr>
<th>Formulation</th>
<th>Coefficient</th>
<th>$A_0$ or $B_0$</th>
<th>$A_1$ or $B_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D = A P_i^B$</td>
<td>A</td>
<td>219.1</td>
<td>217.5</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>6.083</td>
<td>-2.561</td>
</tr>
<tr>
<td>$T = A P_i^B$</td>
<td>A</td>
<td>-900.9</td>
<td>807.0</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>4.969</td>
<td>-1.783</td>
</tr>
</tbody>
</table>
U-u and D-P relations given in Ref. 13. With the previous representations, the estimated first-shock strengths were generally 2 to 3% less than, the reflected-shock pressures 4 to 5% greater than, and distances and times to detonation 10 to 15% larger than those listed in Table III. Such differences reflect the magnitude of uncertainty arising from the wedge experiments, but, fortunately, in no way alter the principal interpretations and conclusions of the following sections.

III. PRINCIPAL OBSERVATIONS

A. Comparisons of Observed and Predicted Shock Parameters

The shock parameters determined in the front-back experiments and those calculated from wedge-shot data are listed in Table III. The principal comparisons available in the tabulation are of the initial shock pressures, \( P_1 \) and \( P_1' \), the reflected-shock pressure, \( P_2 \) and \( P_2' \), the three different determinations of first-shock velocity, \( U_1, U_1', \) and \( U_1'' \), and, for shots with thinner samples, the reverberation times, \( t_2 \) and \( t_2' \).

Only about half of the experimental and calculated first-shock pressures for nominal 1.7-g/cm\(^3\) PETN agree within the 5% measurement error, and a definite bias of the quartz-gauge measurements yielding lower pressures is discernible. With one exception, the agreement for 1.6-g/cm\(^3\) samples is well within experimental error, and the slight bias is to higher, rather than lower, measurements. The substantially larger disagreements between \( P_1 \) and \( P_1' \) (and the unreasonable values of \( U_1' \)) in Shots 7-10 and 6-3 strongly suggest that some gross experimental error was made in the quartz-gauge measurements, such as inaccurate determinations of terminating resistors, calibration voltages, etc. Otherwise, the differences are more likely due to poor choice of equation-of-state representations for the computed shock pressures than to some consistent error in the gauge measurements.

As will be discussed, some experiments (7-3, 7-9, 6-1, 6-2, 6-4) with sample thicknesses a sizable fraction of the distance to detonation (that is, \( R = D/D \) approaching unity) should not be included in comparing the observed and calculated reflected-shock pressures. The majority of the remaining comparisons of \( P_2 \) and \( P_2' \) agree within estimated experimental error, with the calculated values generally being slightly larger. This is again believed due to the choice of equation-of-state representation. Note, however, that use of the Hugoniot relation of Ref. 13 for the reference locus in the calculation, while improving the agreement of the first-shock pressures, would worsen that for the reflected-shock determinations.

Except for Shots 7-10 and 6-3, the average first-shock velocities, \( U_1 \), generally agree with the values of \( U_1 \) derived for the impact-face pressure measurement within experimental error. The size of the error and scatter permits no significant conclusions from this comparison. In particular, there is no consistent tendency to find \( U_1 > U_1' \), which would indicate acceleration of the wave during run; if anything, the opposite is true. While agreeing within experimental error, the calculated values, \( U_1' \), tend to be somewhat larger than the corresponding observations, as would be expected from similar comparisons of the first-shock pressures.

The reverberation times for thinner samples (Shots 7-4, -5, -6, -7, -8, -9, and 6-3 and -5) agreed within experimental error, and gave no information other than to confirm that the reflected waves were properly identified.

Overall, the agreement between parameters determined by the front-back technique and wedge-shot experiments is quite adequate, so that the quartz-gauge observations can be sensibly discussed in terms of the expected times and distances to detonation.

B. Impact-Face Pressures in 1.7-g/cm\(^3\) PETN

Figures 7 and 8 display a collection of projectile- and target-gauge pressure profiles for nominal 1.7-g/cm\(^3\) PETN that illustrate most of the qualitative conclusions of this report. Figure 7 is a comparison of profiles obtained with thick samples over a rather narrow range of input shock strengths. Figure 8 shows profiles obtained with different thicknesses of PETN shocked to approximately the same initial pressure.

In both figures and in nearly all the observations of this study, the projectile-gauge records displayed a relaxation in pressure following the initial rise to \( P_1 \). The pressure decrease was typically about a kilobar and occurred in 0.2 to 0.5 \( \mu \)sec. Generally, by 0.6 \( \mu \)sec after impact the
### TABLE III

**RESUME OF OBSERVATIONS AND CALCULATED SHOCK AND INITIATION PARAMETERS FOR 17 FRONT-BACK EXPERIMENTS ON 1.6- AND 1.7-g/cm³ PETN**

The symbols denoting the various parameters are identified in the text. Numbers obtained from calculations based on wedge-shot experiments (Ref. 13) are italicized.

<table>
<thead>
<tr>
<th>Shot No.</th>
<th>Initial Conditions</th>
<th>First Shock</th>
<th>Reflected Wave</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_0$ (g/cm²)</td>
<td>$d$ (mm)</td>
<td>$V$ (mm/msec)</td>
</tr>
<tr>
<td>7-1</td>
<td>1.71</td>
<td>4.45</td>
<td>0.384</td>
</tr>
<tr>
<td>7-2</td>
<td>1.71</td>
<td>4.45</td>
<td>0.398</td>
</tr>
<tr>
<td>7-3</td>
<td>1.72</td>
<td>4.45</td>
<td>0.429</td>
</tr>
<tr>
<td>7-4</td>
<td>1.73</td>
<td>1.27</td>
<td>0.427</td>
</tr>
<tr>
<td>7-5</td>
<td>1.72</td>
<td>2.03</td>
<td>0.421</td>
</tr>
<tr>
<td>7-6</td>
<td>1.69</td>
<td>4.06</td>
<td>0.433</td>
</tr>
<tr>
<td>7-7</td>
<td>1.70</td>
<td>1.22</td>
<td>0.444</td>
</tr>
<tr>
<td>7-8</td>
<td>1.71</td>
<td>1.91</td>
<td>0.440</td>
</tr>
<tr>
<td>7-9</td>
<td>1.69</td>
<td>3.95</td>
<td>0.444</td>
</tr>
<tr>
<td>7-10</td>
<td>1.71</td>
<td>1.23</td>
<td>0.453</td>
</tr>
<tr>
<td>7-11</td>
<td>1.72</td>
<td>1.90</td>
<td>0.451</td>
</tr>
<tr>
<td>7-12</td>
<td>1.71</td>
<td>1.24</td>
<td>0.453</td>
</tr>
<tr>
<td>6-1</td>
<td>1.58</td>
<td>4.45</td>
<td>0.355</td>
</tr>
<tr>
<td>6-2</td>
<td>1.60</td>
<td>4.39</td>
<td>0.375</td>
</tr>
<tr>
<td>6-3</td>
<td>1.58</td>
<td>1.23</td>
<td>0.370</td>
</tr>
<tr>
<td>6-4</td>
<td>1.59</td>
<td>4.23</td>
<td>0.375</td>
</tr>
<tr>
<td>6-5</td>
<td>1.59</td>
<td>1.23</td>
<td>0.421</td>
</tr>
</tbody>
</table>

| a | N.O. | Indicates measurement not obtained. |
| b | Pressure value affected by reflected wave. |
| c | Shot assembly included 0.82-mm-thick Lucite buffer between the PETN sample and target gauge. The reflected waves observed and calculated were rarefactions from the PETN-Lucite interface, and the value of $P_2$ is for the shock reflected into the Lucite by the target-gauge element. |
| d | No target gauge was used in this shot, and the transit time was measured with a ferroelectric pin. The reflected wave was the rarefaction from the sample's free surface. |
The observed input shock strengths on Shots 7-2, -3, and -9 were, respectively, 14.6, 15.6, and 15.8 kbar. (The projectile-gauge record on Shot 7-1 was lost, but, based on projectile velocity, an initial pressure about 0.5 kbar less than Shot 7-2 must have been generated.) The cross-hatch marks on the target-gauge profiles indicate the expected reflected-shock pressure, \( P_2 \), calculated with the assumption of no buildup.

Typically, the impact face pressures for 1.7-g/cm\(^3\) PETN begin to display some degree of increase between 0.4 and 0.6 \( \mu \)sec after impact. As shown in Fig. 7, the extent of the pressure excursion (during the gauge recording time) is quite sensitive to the input shock strength, varying almost an order of magnitude with a 10% change in impact velocity.

Figure 8 shows that similar projectile-gauge pressure excursions are produced in experiments with the same shock inputs. Except where identified as resulting from reflected shocks, the pressure increases at the impact face are concluded to be caused by reaction induced in the explosive.

C. Back-Face Pressure Profiles for 1.7-g/cm\(^3\) PETN

Figures 7 and 8 show two distinct forms of target-gauge pressures characteristic of those obtained. The type observed has a definite correlation to the ratio of the sample thickness to the expected distance to detonation (the parameter \( R \)).

In all experiments with \( R < 0.8 \), profiles such as shown for Shot 7-1 were obtained. Examination of the figures and Table III reveals that the observed initial reflected-shock pressures, \( P_2 \), in these cases were about the same as the values of \( P_2 \) calculated on the assumption of no buildup. From this we conclude that no significant buildup (within experimental error) of the incident shock front occurred in the first 80% of run to detonation. It is also evident in Figs. 7 and 8 that the rate of the pressure excursions—again identified with decomposition of the explosive—following these wave arrivals tends to increase with increasing \( R \).

For the two experiments with \( R > 0.8 \) (7-3 and 7-9, both shown in Fig. 7), the observed \( P_2 \) is significantly larger than \( P_2 \), corresponding to some buildup of the shock front. It is not determined...
whether the onset of relatively fast and complete reaction of the explosive results in some real fluid-dynamic behavior being responsible for the pressure minimum and subsequent rise observed in the profiles, or whether the signal is just some fairly reproducible mode of gauge failure induced by very high pressures.

D. Effect of Reflected Waves

Some consideration was given to the possibility that the reaction producing the pressure excursions observed at the target gauges was due to the higher pressures produced in the samples by the wave reflected from the quartz element, and thus was not representative of the pressure histories that would occur if a single shock were to continue to propagate. To examine this question, a pair of experiments, 7-10 and 7-11, were performed with 0.82-mm Lucite "buffer" layers between the PETN and the target gauge. The buffer was thin enough that a shock reflected from the gauge element could interact with the PETN during the time of the measurement, but thick enough to insure that the interaction did not affect the first 0.45 μsec of the gauge signal. The buffer material has a slightly "softer" Hugoniot than 1.7-g/cm³ PETN, so the passage of the shock across the explosive-Lucite interface generated a rarefaction wave that was propagated back toward the projectile gauge.

A comparison of target-gauge profiles from experiments with and without buffer layers is given in Fig. 9. With the Lucite layer, the back-face pressure increase occurs before any reflected shock reaches the explosive, and continues to increase smoothly, in a fashion quite similar to that of the comparable shot without the buffer. The same behavior was seen in Shot 7-11. These shots demonstrate that the reaction induced by the reflected waves is not primarily responsible for the form of the target-gauge pressure profiles, but there is still the possibility that the reflected shock does increase the decomposition rate to some small degree.

The projectile-gauge profiles in Fig. 9 are also of interest. The profile for Shot 7-7 is typical of the experiments on thinner samples, where the arrival on the reflected shock is observed, and appears to be superimposed on the pressure excursion characteristic of the profile for thicker samples. Similarly, the rarefaction wave in Shot 7-10 arrives at the proper time and causes a pressure dip, but does not suppress a subsequent pressure excursion. Most informative is the similar profile obtained in Shot 7-12, where the back sample interface was with a vacuum. In an inert with shock properties like PETN, the arrival of the rarefaction wave would be expected to cause cavitation at the projectile gauge-sample interface, and a zero gauge signal, but again the pressure excursion appears. These observations strongly suggest that the reaction providing the impact-face pressure excursions is induced by the initial shock and that the subsequent course of the decomposition is affected relatively little by the pressure in the explosive.

E. Observations on 1.6-g/cm³ PETN

Only five successful experiments were performed on PETN pressings of nominal 1.6-g/cm³ density, and these were not ideally chosen for input shock strength and sample thickness.

The description of the results of these shots is limited to the examination of a pair of typical observations (Fig. 10) and some comparisons of the
F. Comparison of Observations in Front-Back and 
Wedge-Shot Experiments

In addition to the Hugoniot data and buildup parameters used earlier, the explosive wedge experiments on high-density PETN have other features that are quite consistent with the observations in this work. In the wedge shots on 1.72-g/cm³ PETN, no acceleration of the shock front was seen over nearly the entire run to detonation. Thus, the quartz-gauge observation that the shock-front pressures in 1.7-g/cm³ PETN have no significant increase for 80% of the estimated run to detonation should come as no great surprise. Similarly, the wedge studies on 1.6-g/cm³ PETN did display discernible shock-front acceleration during the last half of the run to detonation, consistent with the observations in this work that pressure buildup at the front begins at some lower value of \( R \) in the 1.6-g/cm³ pressings.

The idea of a "second-wave phenomenon" in 1.72-g/cm³ PETN arose from the observation of a disturbed region on the face of the wedges behind the shock front (see Fig. 2 in Ref. 13). This feature was identified as an increase of the velocity of the wedge's free surface. Typically it became visible about a half-millimeter into the wedge and about a half-microsecond after the shock had entered, and it appeared to advance toward the leading shock front. The disturbed region was of some width, more or less bounded by lines that corresponded to the trajectories of waves propagating at about 6 and 9 mm/μsec. Invariably, the abrupt acceleration of the front to detonation velocity—about 8 mm/μsec—occurred when the converging fan of disturbed area "overtook" the leading shock. We concluded that the disturbance began in the interior of the sample with decomposition which generated a pressure wave that overtook the front and effected detonation.

The same conclusion can be developed from the front-back experiments. When one knows the initial sample thickness, the gauge pressure as a function of time, and when the appropriate quartz Hugoniot is used to determine the interface velocity, the position of each sample-gauge interface can be calculated as a function of time. Thus the interface position-time coordinates which correspond to a critical value of \( R \) can be determined.
given pressure can be determined, and data can be combined for shots with different sample thicknesses. This was done for Shots 7-7, -8, and -9 (see Fig. 8), for target-gauge pressures of 1.0, 1.25, 1.5, and 2.0 times the nominal initial reflected-shock strength of an incident wave without buildup. Pressure information from the impact face was included by determining points from the projectile-gauge data with the same ratios applied to the nominal initial shock strength of 15 kbar.

The constant-pressure loci resulting from the calculation are plotted in Fig. 11, where the curve for a unity pressure ratio essentially represents the progress of the leading shock front. The distance-time domain of the pressure disturbance in the front-back experiments is totally similar to the field of the free-surface-velocity disturbance in a typical wedge experiment. The converging set of constant-pressure contours corresponds to a compressive wave that grows steeper with run. It is only when this wave overtakes the leading shock front that the relatively abrupt onset of detonation occurs. The quartz-gauge measurements thus corroborate the existence and role of the "second wave" deduced from the wedge-shot observations. We argue that this wave originates from decomposition in the interior of the shocked explosive because no other means of generating it was present in the experiment.

IV. ESTIMATES OF WAVE STRUCTURES AND DECOMPOSITION

Like most techniques for studying shock initiation, front-back experiments provide information on the reacting explosive only at its interface with an inert, and do not provide direct measures of the pressures and decomposition in the interior of the sample. Any development of pressure-distance and decomposition-distance profiles requires some assumptions and considerable calculation. One method used for such development is to model some reaction-rate law into a one-dimensional numerical hydrodynamic treatment of the experiment, and to vary parameters until the calculated behavior at the interface simulates the observations. Such computations may provide some argument for the reality of both the assumed rate law and the calculated pressure and reaction fields. Jacobson and Fickett have performed such a calculation for the data of Shots 7-7, -8, and -9, with good results. These calculations will be discussed later, following a more detailed description of our development of decomposition estimates from the same data, using a more direct method.

A. The Direct Analysis Method

Given the temporal behavior of the pressure (or velocity) field in a reacting explosive and a complete equation of state for the reactant-product mixture, the decomposition history of the material can be calculated by a direct analysis. Starting with the pressure field, the particle-velocity, density, and energy fields are successively determined by integration of the fluid-dynamic conservation laws. These determinations, the equation of state, and the laws of thermodynamics are then used to obtain the energy release and decomposition. Such an analysis method was recently described by
Our method appears somewhat different from Cowperthwaite's, particularly in that we do not use the "phase velocities" of Fowles and Williams, but in this respect the two methods are actually equivalent.

The governing equations for our analysis are those of mass, momentum, and energy conservation, plus a thermodynamic relation between the rates of change in pressure and density and the reaction rate. In the appropriate Lagrangian form, the first three relations are

\[
\rho_0 \frac{\partial \rho}{\partial t} - \frac{\partial u}{\partial x} = 0 ,
\]

\[
\rho_0 \frac{\partial u}{\partial t} + \frac{\partial P}{\partial x} = 0 ,
\]

and

\[
\frac{\partial P}{\partial t} + \rho \frac{\partial u}{\partial t} = 0 ,
\]

where \(t\) and \(x\) are the independent time and space coordinates, \(u = (1/\rho)\) the specific volume, and \(\rho_0\) the initial density. For our analysis, we have chosen the thermodynamic relation of Kirkwood and Wood:

\[
\frac{1}{\rho c^2} \frac{\partial P}{\partial t} - \frac{1}{\rho} \frac{\partial P}{\partial x} = \sigma \frac{\partial \lambda}{\partial x} ,
\]

where \(\lambda\) is the degree of reaction, ranging from 0 for the unreacted solid to 1 for complete decomposition. In general, both the frozen sound speed, \(c\), and the heat release parameter, \(\sigma\), must be determined from a complete \(P-v-E-\lambda\) equation of state.

The first step in our direct analysis is to construct the pressure fields, \(P(x,t)\), at different times, by interpolating between the data obtained at fixed space coordinates as a function of time. Pressure gradients occurring after shock arrival are then evaluated at several space coordinates as a function of time, and the momentum equation is integrated to yield the particle velocity. This can be expressed formally as:

\[
\frac{d}{dt} \int_{t_1}^{t} \frac{\partial P}{\partial x} \frac{dt}{\partial x} = \frac{d}{dt} \int_{t_1}^{t} \frac{\partial u}{\partial x} \frac{dt}{\partial x} ,
\]

where the sub-\(j\) indicates values along a particle path and the sub-\(l\) indicates the value of the parameter at shock arrival. Having established the particle-velocity fields, velocity gradients are determined for several \(x\), and the density fields are obtained by integration of the continuity equation:

\[
\frac{1}{\rho} \frac{\partial \rho}{\partial t} + \frac{1}{\rho_0} \frac{\partial \rho}{\partial x} = 0 ,
\]

Time derivatives of the density are also determined from the continuity equation:

\[
\frac{\partial \rho}{\partial t} = \frac{\partial \rho}{\partial x} + \frac{\partial \rho}{\partial x} + \frac{\partial \rho}{\partial x} + \frac{\partial \rho}{\partial x} ,
\]

and \(\partial P/\partial t\) is evaluated directly from the pressure-field construction.

Next, \(\sigma\) and \(\sigma\) must be determined from the assumed equation of state and the calculated state variables. In general, this requires specification of \(E\) and \(\lambda\) as well as the already-determined \(P\) and \(\rho\). The internal energy fields are obtained by integrating the conservation relation:

\[
E = E + \int_{t_1}^{t} P \frac{\partial u}{\partial x} \frac{dt}{\partial x} = E + \int_{t_1}^{t} P \frac{\partial u}{\partial x} \frac{dt}{\partial x} ,
\]

Determination of \(\lambda\) requires that the entire analysis be conducted by a stepping-ahead procedure, starting at \(t = t_1\) and \(\lambda = 0\). At each step, the reaction rate is calculated from the Kirkwood-Wood relation, and the decomposition field is updated by integrating the rate.

In the example discussed below, we used a simplifying assumption that made \(\sigma\) and \(\sigma\) functions of pressure alone. Thus, calculation of the internal energy and the stepping-ahead procedure were unnecessary.
B. Assumptions, Approximations, and Calculation of the Example

The results of Shots 7-7, -8, and -9, yielding pressure-time profiles at h = 0, 1.22, 1.92, and 3.95 mm, were the subject of our direct analysis. These data (see Fig. 8) were adjusted to the same initial density and input shock conditions, with the latter parameters calculated from the projectile velocity and the quartz and PETN Hugoniot described in Sec. II. We consider that a semi-infinite, homogeneous, 1.7-g/cm³ PETN sample is impacted with a quartz warhead moving 0.44 mm/µsec. The pressure initially generated in the explosive is 16.5 kbar and the particle and shock velocities are, respectively, 0.33 and 2.94 mm/µsec. The shocked density is 1.915 g/cm³, the "bulk" temperature 370°K, and the sound speed is 3.41 mm/µsec. The expected distance and time to detonation are 4.62 mm and 1.62 µsec. We deduct 0.14 µsec rise time from the projectile-gauge record of Shot 7-9, and treat the first 0.45 µsec of the profile as constant, and let the impact-face pressure increase thereafter according to the recorded gauge pressure. Arbitrary extrapolations of the gauge data were made as needed to extend the measurement time to 1.35 µsec after impact.

The principal assumptions, approximations, and additional input used in the calculation were:

(a) The pressure histories at interior points of the semi-infinite sample were assumed to be related to the reflected-wave pressures observed at the corresponding PETN-target gauge interfaces by the standard impedance-match solution. The manner of this determination is illustrated in Fig. 5, where $P_r$ represents the target-gauge observation and $P_b$ is the corresponding pressure in the semi-infinite sample. The impedance-match solution was calculated with the quartz Hugoniot and PETN equation of state given in Sec. II, and it was found that the proportionality

$$P_b = 0.806 P_r$$

fit the solution to within 1% over the pressure range of the data.

This assumption is the weakest of our entire analysis, and has three debatable implications.

First, $P_r$ is calculated along the single-shock Hugoniot. As long as the actual process is along a compression isentrope (as it would be for Inerts) approximation of the $P - \rho$ state with the Hugoniot usually does not produce serious error. However, as reaction occurs the material state must deviate from the isentrope, and substantial error may be introduced as the decomposition becomes extensive. A second implication of this assumption is that the increased pressure from the reflected wave does not alter the decomposition process; some justification for this premise was given in Sec. III. Finally, even if the target gauge did not introduce a reflected shock, there is no argument to support the assumed equivalence of behavior at an explosive-inert interface with that of an embedded mass point with reacting material on both sides.

(b) A zero pressure gradient at the shock front was assumed for the first 80% of the run to detonation. Justification for this assumption is inferred from the observed lack of build up at the shock front and the shock-change equation. This equation is:

$$\left(\frac{dP}{dh}\right)_S = \frac{\rho_0 (U-u) \alpha (\partial \lambda/\partial t)_S - (1-u^2) (\partial P/\partial \lambda)_H}{u^2 + [\rho_0 U(dP/d\alpha)_H]^2}$$

where $(dP/dh)_S$ is the pressure change at the shock front as it moves, the sub-8 indicates that the partial derivatives are evaluated at the shock front, the sub-H denotes the derivative along the Hugoniot. The Mach number, $M = (U-u)/c$, is required to be less than unity by our equation of state. According to the equation, zero pressure change with shock run thus requires: a positive pressure gradient with exothermic reaction (more specifically, a positive $\alpha$), or endothermic reaction with a negative pressure gradient, or that both the gradient and reaction vanish at the front. Our observations provide no evidence of a positive pressure gradient, and endothermic reaction seems implausible; thus, we have chosen the third alternative.

(c) The continuity of pressure and particle velocity across a contact surface and the quartz Hugoniot was used to calculate the impact-face
particle velocity. This simplification is not an assumption, but rather embodies the approximation of equating the compression isentrope for quartz with its Hugoniot, which introduces trivial error. The path $P_1$, $u_1$ to $P_2$, $u_2$ in Fig. 5 illustrates the relation of impact-face particle velocity to the projectile-gauge pressure.

(d) The PETN state was considered to always be near the Hugoniot, and the values of $p\alpha^2$ and $\sigma$ used were calculated along this locus. This approximation makes $p\alpha^2$ and $\sigma$ functions of pressure alone, and permits the calculation of $\sigma$ from the equation of state specified in Sec. II. The heat release parameter was determined from the relation:

$$\sigma = -\frac{\Delta p}{\rho} - \frac{\Gamma \Delta H}{\sigma^2}$$

where $\Delta p$ denotes the partial derivative with respect to $\lambda$ at constant pressure and temperature and $H$ is the specific enthalpy. To evaluate $\sigma$, the heat of decomposition, $-\Delta H$, was assumed independent of $P$ and $\lambda$, and equal to 62.7 kbar-cm$^3$/g. In estimating $\Delta p$, the decomposition of PETN was considered as:

$$C(CH_2NO_2)_4 + 4H_2O + 4CO_2 + C + 2N_2$$

Hugoniot data on the condensed phase of each reaction product$^{35,37}$ provided estimates of their densities at appropriate pressures, and ideal mixing was assumed to obtain the overall reaction-product densities. The calculated relations of $\Delta p/\rho$, $\sigma$ and $p\alpha^2$ to shock pressure are shown in Fig. 12.

Simple graphical methods were used to follow the analysis procedure described earlier. Profiles obtained at various stages of the analysis are shown in Figs. 13-a through -d and Fig. 14-a. Discussion of these results will be deferred until the numerical hydro calculation of the same example is described.

C. Numerical Hydro Calculation of the Example

Jacobson and Fickett have calculated our example with a one-dimensional numerical hydrocode, using the same average initial conditions as we did for Shots 7-7, -8, and -9. Their PETN solid equation of state was essentially that given in Sec. II. The gaseous reaction products were represented by a polytropic gas equation of state, with a ratio of specific heats of 2.9. Mixing of the solid and gas phases was accomplished with a partial pressure scheme.

A first order Arrhenius form was used for the rate law:

$$\frac{d\lambda}{d\xi} = \beta (1 - \lambda) e^{-\beta^*/\beta^t}.$$
Fig. 13. Calculated pressure, particle-velocity, density and decomposition profiles for Shots 7-7, -8, and -9. The left-hand profiles were obtained by direct analysis and the numerical hydro calculations of Jacobson and Fickett gave those shown on the right. The numbers labeling each curve give the time after impact in microseconds. The solid dots in frame a. represent the quartz-gauge measurements, and the x's are extrapolations of the gauge data.
Fig. 14. Calculated reaction-rate profiles for Shots 7-7, -8, and -9. Again, profiles from the direct analysis are on the left. Rates from Jacobson and Fickett's computation, on the right, were determined by using their calculated values of temperatures and reaction extent in the rate law given in the text. The labels on each curve indicate the distance from the impact face in millimeters.

\[ Z = 150 \, \mu \text{sec}^{-1} \, \text{and} \, \theta^* = 3000^\circ\text{K} \, \text{were chosen to force agreement with experiment.} \]

The temperature, \( \theta^* \), was calculated with a simplified "Grüneisen" form:

\[ \theta^* = 300 + 7P + 11.5 \left( P - P_H \right) \quad (\text{K}; P, P_H \text{ in kbar}) \]

where \( P \) and \( P_H \) are, respectively, the mixture pressure and pressure along the solid Hugoniot at the appropriate specific volume. This formulation gives an acceptable detonation temperature, but as seen in Fig. 12 gives Hugoniot temperatures \( +100^\circ\text{K} \) higher than the calculation of Sec. II in the 20- to 70-kbar pressure region of our example.

Thermal initiation experiments cited in Ref. 38 give \( Z = 6.3 \times 10^{13} \mu \text{sec}^{-1} \) and \( \theta^* = 24,000^\circ\text{K} \). The arbitrary parameters of Jacobson and Fickett give rates much less sensitive to temperature and an unrealistic rate at room temperature. Both sets of coefficients yield the same 3.3-\( \mu \text{sec}^{-1} \) rate at 789°K.

Results of the numerical hydro calculation are shown in Figs. 13-e through -h and Fig. 14-b. Good agreement with observation is seen in the pressure profiles. Slightly large, but reasonable, values for the time and distance to detonation were obtained. The profiles generally are in agreement with those from the direct analysis at times and positions where data were actually obtained. The differences in the calculations at later times could have been reduced if steeper extrapolations of the pressure-time profiles had been used in the direct analysis.

For the time range covered by data, the numerical hydro calculation differs from observation primarily in predicting a modest buildup of the shock front during the first part of its run and an increase of the impact-face pressure commencing at time zero. Constraints commensurate with nonincreasing impact-face and shock pressures were imposed in the direct analysis. This produced
"induction times" for the start of reaction, in contrast with the results of the numerical hydro analysis. As will be discussed later, the observed impact-face and shock-front pressure behavior could be due to a relaxation phenomenon unrelated or incidental to the decomposition process. The addition of some compensation for pressure relaxation to the present reaction model in the hydro calculation would improve its agreement with observation. Similarly, inclusion of a relaxation term in the Kirkwood-Wood relation of the direct analysis could alter the obtained extents of reaction and reaction rates to more nearly resemble those obtained by Jacobson and Fickett.

V. DISCUSSION

A. Some Conclusions and Comparisons from the Example

Although numerous approximations were used in the analyses described in the previous section, Figs. 13 and 14 provide at least a qualitative picture of the initiation behavior in the chosen example. Both calculations show that decomposition begins near the impact face. Jacobson and Fickett's calculation shows complete reaction near the impact face in less than 1.5 μsec, and reasonable extrapolation of the direct analysis gives complete impact-face decomposition slightly before the 1.62-μsec time to detonation. The reaction rates build to moderate values (compared with 20 to 50 μsec⁻¹ in a detonation wave in PETN), producing a pressure wave that advances on the shock front. The shock front itself has little or no buildup until it is overtaken by the pressure wave, after which the transition to detonation is relatively abrupt. Particularly with the numerical hydro treatment, the initiation behavior resembles that considered typical of homogeneous explosives.

The pressure profiles from both calculations resemble those attributed to Dremin as occurring in the early stages of the buildup of pressed TNT, as based on his measurements of particle velocity with a magnetic probe. Dremin's construction differs from our picture in that the initial shock strengths represent a larger fraction of the eventual detonation pressure (appropriate for the less sensitive explosive), and the buildup of the shock front pressure and the onset of detonation is a more gradual process.

Craig and Marshall have performed free surface velocity measurements and Kennedy has obtained pressure-gauge measurements on PBX-9404 with shock conditions yielding initiation distances comparable to that of our example. The comparison of our results with the waveforms inferred from these experiments is particularly interesting.

Mader was able to simulate Craig and Marshall's observations with reactive numerical hydro calculations. With the knowledge that a relatively gradual (compared with PETN) "single-curve build-up" typifies the shock initiation of 9404, and from observations of the early development of a pressure spike at the front, Mader chose to completely separate the reaction model producing the front buildup from a "Dremin burn" which provides delayed energy release in the interior of the sample. The resulting calculated wave structures differ substantially from ours near the shock front. The pressure-distance profiles in the region of Dremin burn slightly resemble those of Fig. 13 and, with proper adjustment of constants, the empirical formulation of this rate mechanism probably could be made to reproduce the results on PETN quite adequately.

Recently Kennedy has supplemented his front-back experiments on 9404 with manganin gauge measurements of pressure profiles, and has used these higher pressure data in deducing wave structures. For the first half of the run to detonation, his constructions closely resemble those of Fig. 13. He believes that a pressure hump develops near the shock front after about half of the run to detonation, and provides the principal contribution to its buildup. Accepted unequivocally, target-gauge records as in Shot 7-9 would indicate a similar behavior in 1.7-g/cm³ PETN, but with the pressure hump occurring relatively late in the buildup. Although our data are too sparse to demonstrate it, the initiation behavior of 1.6-g/cm³ PETN might be a much better analog to Kennedy's picture of the wave structures in 9404.

Jacobson and Fickett carried their numerical hydro calculation of our example through the time of detonation, and the direct analysis and wedge-shot observations can also be examined to infer the nature of the late stage of the buildup. Different behaviors are implied by the two treatments.
The relatively large amplitude of the following wave developed in Jacobson and Fickett's calculation produces the abrupt and drastic change of shock-front pressure to account for its prompt buildup to detonation. The whole process is satisfactorily treated with the single rate law, suggesting that a single mechanism dominates the buildup.

The direct analysis leads to a more complicated interpretation. At late times, the calculated pressure gradients are insufficient to account for the rate of shock-front buildup, and relatively fast reaction must start at the front, more or less spontaneously. For example, use of the pressure change and gradient at 1.35 usec (see Fig. 13-a) in the shock-change equation gives a reaction rate of \(0.9 \text{ usec}^{-1}\) at the front, while immediately behind the front, rates are much lower (see Fig. 14-a). It might be argued that this higher rate is merely that characteristic of the enhanced shock strength at 1.35 usec (~23 kbar, as opposed to the 16.5-kbar initial shock strength). If so, one might expect a wedge experiment with a 23-kbar input to build to detonation in the 0.27-\text{usec} time remaining to detonation in our example. As formulated in Sec. 11, a 23-kbar input corresponds to a time to detonation of 0.83 \text{usec}. This all suggests that a second mechanism affects the final buildup at the front.

With our present data, we would more readily accept the simpler late-stage behavior calculated by Jacobson and Fickett. As remarked before, the differences in the two analyses arise from the modest pressure changes in the early stages of the example and from differences in extrapolations at later times. We believe the early-time discrepancies can be eliminated by the proper accounting of stress relaxation effects; resolving the validity of the extrapolations will require more measurements using higher pressure diagnostics than we have obtained with quartz gauges.

**B. Pressure Relaxation Effect**

A 1- to 2-kbar pressure relaxation was consistently observed in our projectile-gauge records. It seems likely that the process causing this effect at the impact face would also alter the pressure immediately behind the shock wave. A complicated competition of some relaxation process with mechanisms that would contribute to the shock buildup, such as overtaking pressure waves and reaction, may well be responsible for the shock-front pressure remaining essentially constant for so much of its distance of run to detonation. Possible causes of the pressure relaxation are sluggish phase transitions involving sufficient densification or energy absorption, an initial endothermic stage to the reaction, and the delayed collapse of voids in the pressing.

There is no known phase transition in PETN that could be a source of the pressure relaxation. Isothermal, static compression data to 20 kbar give no indication of a polymorphic transition at room temperature. A disordered phase of PETN does exist, but it has been produced only in special crystallization processes and is not likely to result from shock compression; furthermore, the modest enthalpy increase and the positive specific volume change of the transition would lead to an increase, rather than a decrease, in observed pressure. The calculated "bulk temperatures" at our typical shock strengths are below that for melting PETN (~140°C at atmospheric pressure), but certainly a portion of explosive is heated beyond the melting temperature. The heat of fusion of PETN, about 1.5 kbar-\text{cm}^3/g, would be sufficient for the observed pressure relaxation if the melting were extensive and if it were a constant-volume process. Direct measurements of this volume change of melting are not known, but measurements of the pressure-temperature phase line and the Clayperon-Classius relation indicate about a 9% volume increase on melting. Again, the melting transition would not lead to a pressure decrease.

Craig has suggested that the pressure relaxation could manifest an initial endothermic stage of the reaction, and in the absence of knowledge of the decomposition kinetics of PETN this explanation must be a possibility. The accepted activation energy for PETN reaction (6.2 kbar-\text{cm}^3/g) is ample to be consistent with such a premise.

In an additional front-back shot, we observed a similar impact-face pressure relaxation in a comparable experiment on an inert mockup (1.7-g/cm\(^3\) pressed ammonium sulfate) of PETN. This has led us to believe that some mechanical property generic to pressed solids, rather than a unique property of PETN, is responsible for the relaxation. We propose a relatively slow void collapse as the source of the phenomenon. If some residual void fraction after
the initial shock is assumed, and the bulk sound speed is used to estimate the density change associated with a pressure decrease, then, for example, a 1% reduction in void fraction would result in a 1.2-kbar pressure change. Suitably large residual void fractions in shocked material that had initial porosities of 4 to 5% seem quite plausible.

For our pressings, void dimensions would probably be of the order of 0.01 nxn and, if closed with material moving at the free-surface velocities typical of our experiments, collapse would occur in times an order of magnitude less than our observations show. However, if a sensible shear strength is ascribed to the matrix material, the collapse process is much slower, so that the ~0.5-usec relaxation times we see are reasonable. Taylor and Christianson have extended this model, noting that the shear work on the solid material concentrated at the void periphery would be converted almost entirely into heating the explosive, thus inducing its reaction. We believe this process is a likely candidate for the hot-spot mechanism causing the initiation of high-density PETN, and deserves further theoretical examination.
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