Solve xT*A*x +bT*x+c=0



………(1) 
In order to make consistent sense of this as a matrix equation, we have to add: where x is a 1 x n column vector, A is an n x n matrix, and bT is a row matrix of size 1 x n, and c is a constant number.
We use the following notation:
· * denotes matrix multiplication. Where applicable this is written as AB = A*B
· x =[xi] represents a (column) vector; A represents a matrix

· xT = {xi} is the row matrix [x 1, x2 ,….xn], the transpose of x; AT is the transpose of A
· inv(A) (or A-1)is the inverse of A, defined only for square non singular matrices with det(A) (the determinant of A) not equal to (neq) zero;  A*inv(A) = inv(A)*A = In, the identity matrix with the same size (nxn) as A having ones on its diagonal and zeros elsewhere.
[Note: as far as possible the notation corresponds to that used in popular mathematical software such as MATLAB or SciLab (a French GNU free software available on the internet). I use SciLab these days; MATLAB is very good but expensive. I lost my copy of MATLAB in a disk crash. Generally in these AT is written as A’]
 Q(x) = xTAx is a quadratic form of the type Σi aiixi2 + Σi Σj (aij+aji)xixj when evaluated. 
Since  all aii  = 0  and all aij = -aji in a real skew symmetric matrix, any real skew symmetrical matrix K makes Q(x) = xTKx  = 0 for any vector x whatever. Hence if A is skew symmetric, equ. (1) becomes a linear equation.
Writing matrix A as A = (A + AT)/2 + (A - AT)/2 = S + K, 
where S is a symmetric and K a skew-symmetric matrix, we can replace A in the quadratic form to get
Q(x) = xTAx = xT(S + K)x = Q(x) = xTSx.                  ………..(2)
The quadratic form becomes of the type 
Q(x) = Σi siixi2 + Σij (sij+sji)xixj  = Σi siixi2 + Σij 2sijxixj         ……………….(3)

since sij = sji for all i.j in a symmetric matrix S.
It is convenient, if possible, to rid the quadratic form Q of all cross terms xixj. by a suitable transformation. A transformation that will make 
Q(y)  = Σ diiyi2, (i = 1 to n)  is a relation x ( y so that Q(x) = xTSx = yTDy with D diagonal, where the x’s are transformed by a linear transformation x =Vy, or  y  = inv(V)x = VT x if V is made an nxn orthonormal vector basis. 
inv(V) = VT because V is orthonormal: V inv(V)  = VVT =In 

The standard method is to find matrices V, called the eigenvector matrix, and E,  the eigenvalue matrix of matrix S, such that   S =  V E VT 
and hence 
Q(x) = xTSx = xT V E VT x = yTEy               ……………………….(4)
(E is then diagonal and V orthonormal).
Notice that the eigenvalues eii of a general symmetric matrix S are not necessarily positive but cannot be zero unless S is singular because 

e11e22 ….. enn = det(E) = det(S).
Also xTx = (Vy)TVy = yTVTVy = yT In y =yTy
This means that the (variable) vectors x and y are of the same length but have different components since y is now based upon the basis V. The geometrical interpretation of this is to convert the equation of an n-dimensional quadric surface, Q(x) = c, into new axes so that Q(y) = c is of the same shape and size, but differently oriented. The basis V has been chosen to make the elements of y lie along the principal axes of this quadric: it is a rotation preserving vector lengths.

From the algebraic point of view it has converted an expression of the type
Σi aiixi2 +Σij 2aijxixj   (i,j = 1 to n, j>i)  into one of type 
Σi eiiyii2, i = 1 to n.                                                        …………..(5)
That’s a simplification, but we are not finished, unfortunately! We still have to deal with the term bTx in  xTAx + bTx+c = 0.

bTx = b1x1 + b2x2 + b3x3……bnxn = Σbixi;

since x = Vy,  bTx = bTVy = gTy, where gT is a row vector = bTV.
In the transformed vector space of y we have yTEy + gTy + c = 0.

This is equivalent to the sum of n terms formed by y 1, y2 ,….yn
Σi (eii y i2 + giyi) + c = 0                                                          ………….(6)
Completing the squares of each term, we can write:
Σi eii (y i2 + giyi/eii + gi2/4eii2) - Σi gi2/4 eii + c  =  0
Putting zi  =  (y i + gi/2 eii), the equation reduces to 
Σi eii zi2 -  Σi gi2/4eii  + c = 0,                                                      ………..(7)

i.e a weighted sum of squares of n variables e11z12 + e22z22 +….. + ennzn2 = c12,  where c12 is some constant (Σi gi2/4 eii – c)  
For this equation to hold we obviously need all │enn│ > 0 , which holds for S symmetric (see above). If all enn are positive, then this equation represents an n-D hyper-ellipsoidal surface if c12 is also positive and the signs of the coefficients of zi2 are also positive; otherwise it will be a hyperboloid of n-dimensions.
………….
In the trivial case when {x} = x, the equation reduces to

ax2 +bx +c = 0; 
v = 1 and e = a; 
y=xv = x; 
g=bv=b; 
z= (y+g/2a) = (x+b/2a); and we get

ay2 + by +c = 0, an identical expression, expected since x = y, 
az2 – b2/4a + c = 0 with solution z =  ±√( b2/4a2 – c/a)
a(x+b/2a)2 – b2/4a + c = 0 = ax2 + xb + (b2/4a2 - b2/4a2) +c (original expression)
x+b/2a = ±√(b2/4a – c/a), so x = (- b ±√(b2 –4a c))/2a
This is the standard solution for the quadratic equation, and verifies the derivation trivially for n=1. 

Next examine the case where n=2 and the vector xT =[x1 x2]
This leads to a solution of  e11z12 + e22z2 =  g12/4 e11 +  g22/4 e22 – c
                                                                 =  (b1v1)2/4 e11 + (b2v2) 2/4 e22 – c

Take an example, using a matrix software (SCILAB or MATLAB will work on this). The display is in format F6 but using DP algebra.
(1) Generate a random 2x2 matrix  A (integer element for convenience)
-->a=round(20*rand(2,2))-10

 a  =

  - 1.  - 2.

    7.    5.

(2) Find the symmetric part S (note that we cannot work in Integer fields; rational fields are still allowed)

-->s=(a+a')/2

 s  =

  - 1.     2.5

    2.5    5.

Is A singular? No…
-->det(a)

 ans  =

    9
(3) The antisymmetric (skew) part K is (we don’t need it!)

-->k=(a-a')/2

k  =

    0.   - 4.5

    4.5    0.

(4) Next find the eigenvectors vij and eigenvalues eij of  S
 (   [v,e]=spec(s)            (note( spec( ) = eig( ) in MATLAB). 
e  =

  - 1.905    0.

    0.       5.905

 v  =

  - 0.940    0.340

    0.340    0.940                            

(5) Generate a random vector for B
-->b=round(20*rand(2,1))-10

 b  =

    5.

    1.                         

(6) and a number for c
-->c=round(20*rand(1,1))-10

 c  =

  - 8. 
(7)Calculate vector g
-->v'*b

 g  =
  - 0.940    0.340

    0.340    0.9402
-->g=(v'*b)'

 g  =

  - 4.360    2.642
 ….. So we now have  e11, e22, g1, g2 in

e11z12 + e22z22 =  g12/4 e11 +  g22/4 e22 – c = C1, 
(8) Calculate the RHS as follows, using a few matrix tricks: 

-->C1=trace((diag(g)^2)/e/4)-c

C1  =

    5.8                                
So we can write   - 1.905 z12   +   5.905 z22 = 5.8 , which is the equation of a
hyperboloid centered on its principal axes; these axes are those of y under a translation and those of y are those of x rotated:
- 1.905 y 12 + 5.905 y 22  - 4.361 y1  + 2.642 y2 - 8 = 0,
a similar hyperboloid centered on axes translated from those of x by a rotation;
-x12 + 5 x22 + 10x1x2 + 5x1 + x2 – 8 = 0,

which lies on the x axes.
Depending upon the sign of the coefficients of  z12 and z22 , the curve can be a hyperbola or an ellipse (equal signs). Equal coefficients give a circle, or a right hyperbola if one is the negative of the other. 
If n=3, the points that satisfy the equations lie on ellipsoids or hyperboloids, and in a hyperspace of n>3 we get hyperellipsoids, etc.
For n=2, given a value for x1, x2 can be found so that the point (x1, x2) lies on the ellipse or hyperbola.
… to be continued, hopefully to cases with several vectors in the matrix for X up to a square nxn matrix, and a more proper look at validity in other fields than R….
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